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ABSTRACT

This paper introduces a cutting-edge methodology for the mon-
itoring of abrasive wear, particularly focusing on SAG (Semi-
Autogenous Grinding) mills liners. The lack of a regular in-
spection regime has historically led to opportunistic and thus,
irregular wear measurements that are challenging to integrate
into machine learning algorithms for condition-based main-
tenance. The study unveils a virtual sensor designed to es-
timate the mill liner’s remaining thickness, aiming to offer
daily updates and assist the maintenance team in determining
the optimal timing for liner replacements without the need for
halting operations. This approach is positioned as a strategic
response to the critical need for efficient maintenance strate-
gies, addressing the inherent challenges in real-world indus-
trial settings where data quality may be poor and operational
realities dominate. A significant aspect of this methodology is
its emphasis on uncertainty quantification, vital for informed
maintenance decision-making. This novel approach has been
successfully applied to SAG mills at Minera Los Pelambres,
showcasing its potential for broader applications across sce-
narios characterized by sporadic data collection. The results
showcase an error of +7.4254 mm of remaining thickness
on the validation set, demonstrating the effectiveness of the
methodology. The key contributions of this work lie in its
ability to utilize low-quality data effectively and its low com-
plexity, reducing barriers to implementing predictive health
monitoring (PHM) algorithms. The successful implementa-
tion highlights the methodology’s adaptability and flexibility,
marking a significant advancement in the domain of mainte-
nance strategy for the mining industry.

Thomas Bate et al. This is an open-access article distributed under the terms
of the Creative Commons Attribution 3.0 United States License, which per-
mits unrestricted use, distribution, and reproduction in any medium, provided
the original author and source are credited.

1. INTRODUCTION

SAG (Semi-Autogenous Grinding) mills are indispensable as-
sets in the mining industry, serving as the cornerstone of ore
processing operations. The significance of these mills can-
not be overstated, as any downtime incurred due to mainte-
nance activities can translate into substantial financial losses.
The costliness of SAG mill stoppages underscores the critical
need for effective maintenance strategies to ensure continu-
ous operation and productivity.

Within the maintenance team at Minera Los Pelambres, there
arose a strategic initiative aimed at reducing the duration of
mill downtime attributed to inspections. To support this en-
deavor, the concept of the virtual remaining liner sensor was
conceived. A virtual sensor, by definition, offers an approx-
imation of a state based on other measurable variables or
states, serving as an indirect measurement. In this instance,
the objective was to estimate the remaining thickness in mil-
limeters of a specific component of the mill liner online and
with daily frequency updates. The overarching goal was to
provide the maintenance team with a decision support tool
to determine the optimal timing for liner replacement with-
out necessitating mill shutdowns solely for inspections. One
of the major challenges in implementing this system was the
absence of a regular inspection schedule for the mill. Histor-
ically, inspections were performed opportunistically, aligned
with planned mill shutdowns. This approach resulted in ir-
regular wear measurements, complicating their utilization in
ML algorithms designed to predict wear and determine the
remaining liner thickness accurately.

The endeavor to minimize downtime due to maintenance ac-
tivities has long been a focal point, with condition monitor-
ing tasks representing approximately 13% (Kawahata, Schu-
macher, & Criss, 2016) of total mill downtime. Traditional
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approaches to address this challenge, such as discrete element
method (DEM) (Wu, Che, & Hao, 2020) simulations, have
proven to be exceedingly complex and costly to implement
in productive environments, necessitating expensive software
and extensive time investments to achieve realistic simula-
tions.

This paper presents a methodology specifically tailored to
address the challenges inherent in real-world industry envi-
ronments, where data quality is often poor, and operational
considerations are paramount. By focusing solely on wear
monitoring issues prevalent in the industry, this methodology
emphasizes the importance of incorporating operational in-
sights into the model design to ensure effective utilization
by maintenance teams. The majority of degradation moni-
toring algorithms are developed using synthetic data or data
obtained under suitable acquisition settings, like the measur-
ing method proposed in (Powell & Chandramohan, 2011)
(appropriate and stable sampling rates, low measurement er-
ror). However, few academic works focus on solving real-
world problems where data quality is poor, as the results are
naturally less impressive than those generated in studies with
high-quality laboratory data, enabling the use of state-of-the-
art machine learning algorithms to achieve high precision (Li
et al., 2022). The most significant contribution of this work is
to provide a methodology that utilizes low-quality data to its
fullest potential. The low complexity of the method reduces
the barriers currently faced by the industry in implementing
PHM algorithms.

This challenge is predominantly practical rather than theo-
retical, as the methodology was conceived with real-world
industrial scenarios in mind, the approach is quite easy to im-
plement. Leveraging neural networks and feature engineering
based on phenomenology, the proposed approach is success-
fully implemented to monitor the liners of SAG Mills at Min-
era Los Pelambres, providing a decision-support tool for the
maintenance team. The methodology is designed to infer de-
viations from an average wear rate curve, utilizing features
that represent stress factors on the mill derived from both his-
torical lining data and real-time mill operation information.
The predictive modeling aspect of the methodology employs
neural networks, these networks offer accurate inferences of
wear progression, allowing for proactive maintenance strate-
gies and the timely identification of potential issues. Comple-
menting the data-driven approach, the methodology incorpo-
rates feature engineering grounded in the phenomenology of
abrasive wear. This ensures that the monitoring scheme is not
solely reliant on learned patterns but also integrates domain
knowledge, enhancing interpretability and generalization. A
distinctive feature of the methodology is its focus on uncer-
tainty quantification in wear monitoring during the online op-
eration of the model, this is crucial for decision-making, pro-
viding the maintenance team with insights into the reliabil-
ity of wear assessments and facilitating the prioritization of

maintenance interventions.

Incorporating uncertainty quantification in industrial moni-

toring is essential for enhancing intelligent maintenance decision-

making. This approach provides a probabilistic perspective
on operational data, facilitating a more nuanced understand-
ing of equipment behavior and maintenance needs. The key
benefits include:

1. Enhanced Decision-making: Uncertainty quantification
allows for informed, risk-aware decision-making. By
understanding the range of possible outcomes and their
probabilities, maintenance teams can make decisions that
improve safety, operational efficiency, and financial per-
formance.

2. Optimized Maintenance Scheduling: It aids in identi-
fying the most opportune moments for maintenance ac-
tions, balancing preventive and corrective strategies. This
optimization minimizes operational disruptions and costs
while extending equipment lifespan.

3. Risk Management: Understanding model uncertainty
helps in managing the risks associated with maintenance
activities. Identifying high-risk scenarios enables prior-
itization of critical maintenance interventions, ensuring
operational continuity and safety.

4. Confidence in Predictive Models: Quantifying uncer-
tainties builds confidence in predictive maintenance mod-
els by transparently communicating their reliability. This
transparency is crucial for trust among operational staff
and stakeholders.

The successful implementation on SAG Mill liners at one of
the world’s largest copper mine validates the methodology’s
efficacy. Beyond its application to this specific context, the
methodology is highlighted for its flexibility and adaptability
to other scenarios. Notably, it accommodates few and irregu-
lar measurements of the asset’s state, making it applicable in
situations where data collection may be limited or sporadic.

However, unlike traditional approaches such as discrete el-
ement method (DEM) simulations which are complex and
costly to implement, this methodology provides a straight-
forward and cost-effective alternative. By leveraging low-
quality data and emphasizing uncertainty quantification, we
address the practical challenges faced in real-world industrial
settings. This approach not only simplifies the implementa-
tion of PHM algorithms but also ensures robust predictions
even with sporadic data collection. Additionally, the incorpo-
ration of phenomenology-based feature engineering enhances
the interpretability and reliability of the model, setting it apart
from purely data-driven methods.
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Figure 1. SAG Mill illustration.

2. SAG MILLS BACKGROUND

SAG mills consist of rotating drums containing metal balls
that cascade and impact against the mineral (Figure 1), ef-
fectively grinding it. The collision between grinding balls
and mineral particles fractures and further grinds the mineral,
producing finer material. SAG mills are distinguished by their
large diameter and short length compared to ball mills. The
interior of the mill is lined with lifter plates to lift the material
inside, facilitating the cascading material flow for grinding.
Figure 1 illustrates this operation. Various lifter configura-
tions and positions line the interior of the mill. Of particu-
lar interest is the discharge end cap, where worn or fractured
components could lead to ball escape and downstream pro-
cessing issues.

To assess the condition of the mill liners, a procedure known
as a “faro” is typically conducted. A faro is akin to a ra-
diographic examination of the mill, providing precise mea-
surements of the liner condition. However, these stoppages
are costly. There has never been a consistent schedule for
the faros, therefore the sampling rate is inconsistent, the only
constant measurement made is at the end of the liners life
when it is removed from the mill. The virtual sensor devel-
oped in this study aims to reduce the frequency of faro in-
spections, offering online monitoring capabilities to track the
remaining liner thickness, particularly focusing on the dis-
charge end cap, where liner failure poses significant opera-
tional risks.

The availability of SAG mills is paramount in mineral pro-
cessing, as every hour of downtime translates to substantial
financial losses, valued in thousands of dollars. Optimiza-
tion of maintenance activities is crucial to minimize mill stop-
pages, balancing the risk of failure with maintenance require-
ments.

Given the criticality of mill uptime, any condition monitor-
ing initiative aiding in optimal maintenance scheduling adds
significant value. The virtual sensor developed in this study

aligns with this objective, providing the maintenance team
with decision support tools to optimize faro inspection sched-
ules without necessitating mill shutdowns. This approach not
only reduces downtime but also mitigates the risk of opera-
tional disruptions downstream.

The current market offers various solutions for monitoring
the liners of SAG mills, each with its own set of advantages
and challenges. Many of these solutions rely on expensive
hardware or require interventions directly on the mill cylinder
(Dandotiya, Lundberg, & Wijaya, 2011). However, few ef-
fectively leverage historical data to optimize monitoring pro-
cesses.

One significant challenge is the difficulty of integrating ad-
ditional monitoring equipment into large-scale machinery al-
ready in production. SAG mills are massive industrial units
critical to the mineral processing chain, and any modifica-
tions or additions to these machines must be carefully imple-
mented to avoid disrupting operations. Installing new moni-
toring devices often involves intricate engineering work and
may require halting production for extended periods, leading
to significant downtime and revenue loss for mining compa-
nies.

Moreover, the harsh operating conditions within SAG mills
present further challenges. These mills operate in environ-
ments characterized by high temperatures, dust, and vibra-
tions, which can adversely affect the performance and longevity
of monitoring equipment. Ensuring the reliability and dura-
bility of monitoring devices under such conditions is essential
but often requires additional investments in ruggedized hard-
ware and protective enclosures. Mill liners are located deep
within the mill cylinder, necessitating specialized equipment
and skilled personnel for installation and maintenance tasks.
Any monitoring solution that requires frequent access to the
liners may incur significant logistical challenges and opera-
tional disruptions.

In light of these difficulties, there is a growing need for inno-
vative monitoring solutions that can leverage existing data in-
frastructure and minimize disruptions to mill operations. So-
lutions that harness historical data and employ non-intrusive
monitoring techniques offer promise in this regard, provid-
ing valuable insights into liner wear patterns while minimiz-
ing the need for costly hardware installations and production
stoppages.

At Minera Los Pelambres, where three SAG mills—SAGI,
SAG?2, and SAG3—are operational, the focus is primarily on
SAG1 and SAG2 due to their comprehensive data records and
identical machinery specifications. The successful replication
of the methodology for SAG3 underscores its potential scal-
ability and applicability across multiple mill units, albeit not
covered in this document.
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Figure 2. Historic remaining liner mesurements SAG1.

3. DATA AND PROCESSING

The methodology involves two primary data sources: opera-
tional tags related to the mill’s functioning and mineralogy,
and liner wear measurements reported through inspections.
Operational tags, which are time series data from sensors
or states, can be extracted at various granularities, they are
stored via Pi Systems, a platform for operational data man-
agement developed by OSIsoft. It plays a crucial role in this
project by serving as the source of operational data. This
platform captures, stores, analyzes, and visualizes real-time
data from industrial processes. Pi System has its own data
cleaning protocols which are critical to ensuring data quality
and reliability before analysis, and these protocols were con-
sidered in the project’s data processing strategy. Given that
Pi Systems are commonly used across various industries to
manage data, it is important to delve into how data is handled
and processed within the methodology. The first step in data
processing involves cleaning and imputing these tags. The
main issues addressed in the data are outliers, non-numeric
values, and missing values. The cleaning process categorizes
tags into four types:

» Tags representing percentages: Values above 100 or be-
low O are set as NaN (empty value).

» Tags for positive variables with distributions similar to
normal: Values below zero and those above the 99th per-
centile distribution (outliers) are set as NaN.

* Binary variable tags, which include two variables:

— Rotation direction: Non-numeric values are present,
with two relevant states indicating clockwise and
counterclockwise rotation. Clockwise is replaced
with 1, counterclockwise with -1, and other mes-
sages with NaN, to then interpolate them with the
closest value.

— Mill state: Relevant messages indicate whether the
mill is stopped (0) or operating (1). Other messages
are set to 0.

¢ Tags that do not require cleaning.

Non-numeric values, often error messages from the tag stor-
age system, are addressed next. Messages indicating a value
above/below defined ranges are replaced with the tag’s post-
cleaning maximum/minimum value. Remaining NaN values
are imputed linearly. The tags are cleaned on an hourly basis,
including:

¢ Grinding hardness
* Feed water

e Load cell

* Stator current

* Noise detector

« F80

¢ Rotation

¢ Granulometry (of the incoming mineral) 100, 200, 325,
48, 65, 125 Inches

 Filling level
e Solids percentage

*  Power
* Pressure
* Noise
e Speed

Following the removal of non-numeric values, data transfor-
mation begins, incorporating liner wear measurements. The
term ’campaign’ refers to the lifespan of the lining. A cam-
paign begins when the lining is installed and ends when it is
retired. These measurements are taken with the mill stopped
and vary across campaigns, with up to 5 intermediate mea-
surements in some campaigns and a median of 3. The above
Figure (2) shows SAG1 grate wear monitoring over time, with
two curves representing different grate positions as reported
by faros. Points on the curves are measurements, and lines
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Figure 3. Average wear curves for the lifter position.

represent linear interpolations between points. This high-
lights the irregularity and varying wear rates in SAG1’s his-
tory, a pattern consistent across other mills. Almost all the
campaigns have a measurement at the start of the lining’s
lifespan and one near to its end.

Within each campaign, segments between contiguous mea-
surements are defined to calculate consumed thickness and
total operational hours, yielding a wear rate in [mm/hour],
which is converted to [mm/day]. The objective is to update
the liner’s remaining millimeters daily. To achieve this, aver-
age wear rate curves for SAG1 and SAG2 are calculated (Fig-
ure 3). Operational days within each campaign are assigned
a wear rate, and using all campaigns, daily wear rates are
averaged to produce the curves shown in the next figure. A
Savgol filter is applied to obtain the final average wear curve
used throughout the study.

The difference between the curves is mainly due to SAG2
receiving more recirculated material, which is less abrasive.
Finally, new variables are generated, including accumulated
minaral-flows, moving averages, time window dispersions,
and others detailed below, aggregated daily and indicating the
mill’s operational percentage per day.

* Accumulated mineral-flow.

¢ Clockwise mineral-flow.

* Counter-clockwise mineral-flow.

e Accumulated counter-clockwise flow.

e Accumulated clockwise flow.

* Velocity dispersion over a 72-hour window.
* Accumulated velocity dispersion sum.

* Accumulated power (electric consumption).

* Load cell weight moving average.

* Load cell weight dispersion over a 72-hour window.
e Accumulated load cell weight dispersion sum.

* Noise power moving average.

* Noise power dispersion over a 72-hour window.

* Accumulated noise power dispersion sum.

* Operational day of the campaign.

* Day of the campaign.

» Percentage of clockwise operation time during the cam-
paign.

These enhancements prepare the variables for model input,
with accumulations specific to each campaign.

4. PROPOSED METHODOLOGY

The initial decision was to utilize a unified model for both
SAGI1 and SAG2, justified by the fact that they are essentially
the same machinery, albeit with some operational differences.
All input variables are aggregated on a daily level, aiming for
the model to approximate daily wear of the mill, subsequently
accumulating it throughout the campaign for real-time wear
monitoring.

After defining the model’s input variables, the next step was
addressing its output. Resulting from the daily aggregation of
data, each data row contains the daily average of tags and cre-
ated variables, a daily mill utilization percentage, and the in-
terpolated wear rate for that specific day. However, the model
does not output this daily wear rate directly; instead, it uses
the deviation from the interpolated wear rate compared to the
previously mentioned average rates. The creation of the out-
put for the regresor and the histogram of this deviations is
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Figure 4. Computation of the deviations from the average wear rate curve.

illustrated in Figure (4). The wear expression in Equation (1)
is derived based on the cumulative effect of daily operational
conditions on the liner’s wear rate. Specifically, we start with
the basic principle that the wear on any given day is influ-
enced by both the average wear rate for that day and devia-
tions due to specific operational conditions. Mathematically,
this can be expressed as:

T

S(T) = Z(az =+ 5model(xi)) * Oy

i=1

ey

where T' denotes the current day, s represents the lining state
measured in millimeters, J; is the average wear rate for op-
erational day 7, 6,041 1S the model’s output, x; is the model
input, and «; is the day ¢ utilization percentage.

The training set was determined by selecting campaigns with
a significant number of measurements to create average wear
curves. Considering the irregularity of measurements per cam-
paign and their impact on model training, campaigns with
only one intermediate measurement, typically towards the cam-
paign’s end, were excluded from the training set (and in-
cluded in the validation set) due to their limited information
contribution about the wear pattern. Thus, the training set
comprised 36 campaigns, with a testing set of 8 campaigns
chosen for their recency (in order to test the methodology
with the most recent campaigns) and lack of more than one

measurement.

To train the model, only days from the training campaigns
with at least 21 operational hours were used, addressing the
distinct data distribution during mill stoppages or startups.
The model (in production and testing) was fed all days re-
gardless of operational hours, adjusting outputs by the cal-
culated utilization percentage to prevent unexpected results
from low-operation days.

Several types of regressors were tested, including linear re-
gression, decision trees, and support vector machines; how-
ever, the neural network was chosen due to its superior inter-
polation capability and its effectiveness in handling the com-
plexities and variations present in the historical wear data.
A Multi-Layer Perceptron (MLP) neural network with three
hidden layers and slight dropout was trained using the train-
ing set, aiming to minimize the error between the prediction
and the actual deviation from the average wear rate curve.
The network’s performance was then tested against the vali-
dation campaigns, focusing on minimizing the projection er-
ror, defined as:

N

D (M) — sk (T))?

k=0

(@)

Cproy =

where k indexes the validation campaigns, and s’fml (T) rep-
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resents the actual liner measurements for that campaign in
millimeters.

The network’s output represents a percentage deviation, which
is then converted to millimeters of liner wear before being ad-
justed by the daily utilization percentage, ensuring the model
accurately reflects operational impact on wear. The distinc-
tion between the metric training the neural network and the
projection error metric highlights the goal of accurately mod-
eling the actual mill state through the accumulation of neural
network results.

5. RESULTS

Recalling from the previous section, the model was devel-
oped for the component known as the grate, which, as shown
in Figure 2, is monitored at two positions on the grate, named
lifter and plate. Therefore, there are two models, one for each
position, and the results for both models, which follow the
exact procedures described earlier, will be reported. The best
model generated for the plate achieved a projection error of
7.4254 mm, whereas the lifter model had an error of 8.701
mm. Below is the table highlighting the projection errors for
both models, two example campaigns (Figures 5 and 6) are
given in order to illustrate the performance of both models,
comparing their results with the faros and with the curve gen-
erated by integrating the average wear rates (also weighted by
the daily utilization rate), which will serve as a reference. The
projection error obtained for those two validation campaigns
is also reported.

Table 1. Reported Projection Errors

Model Position | Projection Error (mm)
Plate 7.4254
Lifter 8.701

5.1. Analysis

The study demonstrates the viability and effectiveness of mod-
eling SAG1 and SAG?2 operations jointly. Given that they are
identical machines whose variables operate within the same
ranges despite differences in their operational patterns, a uni-
fied model approach fosters a more robust solution. This ro-
bustness stems from training a neural network with data from
both mills, offering a larger dataset per model than would be
available if two separate models were trained for each mill,
also avoiding over-fitting on a single mill’s typical operation.
This approach not only improves the model’s accuracy but
also its general applicability across identical machinery.

A significant insight from this work is the advantage of es-
tablishing an ’average’ operational reference for each asset,
as exemplified by the average wear curve against which each
mill’s wear is calculated. This methodology allows for the

SAG1 Campaign n°30, error: 3.34 mm
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Figure 5. Model evaluation example with campaign 30 (vali-
dation) SAG.

SAG1 Campaign n°34, error: -8.947
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Figure 6. Model evaluation example with campaign 34 (vali-
dation) SAG.

development of a model that calculates deviations from ’nor-
mal’ operation, ensuring predictions remain within reason-
able bounds. The histogram of deviations (used as output
of the regresor) showed in Figure 4 confirms that there are
no significant deviations from the average, highlighting the
model’s reliability in providing plausible calculations from
an operational perspective. This trait is critical for maintain-
ing operator trust in the model, a confidence that could be
undermined by implausible model outputs.

The project faced considerable challenges due to the scarcity
and poor quality of intermediate wear measurement data. Ef-
fective data handling and processing were crucial for max-
imizing the utility of the available information. Campaigns
with only one measurement were primarily useful for vali-
dating the model’s wear projections and offered limited value
for training purposes.
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The obtained results are satisfactory, yet they lack a crucial
aspect to function online: integrating recent measurements to
adjust predictions and quantify uncertainty.

5.2. Online Operation and Uncertainty Quantification

Implementing real-time functionality and accounting for mea-
surement updates in the model necessitates a dynamic ap-
proach to incorporate new measurements from inspections, a
crucial enhancement given the model’s reliance on up-to-date
information. A particle filter, a key algorithm in this study,
offers an effective tool for state estimation in online settings
when incorporating real-time measurements. This Bayesian
recursive estimator employs discrete particles to approximate
the posterior distribution of the estimated state, making it
suitable for online state estimation with available measure-
ments and a system model correlating model states with mea-
surements. It involves initialization, prediction, and correc-
tion steps, recursively calculating state estimates.

In the context of this work, a simplified particle filter was
implemented as follows:

1. Initialization: With an initial measurement always avail-
able, particles are sampled from a normal distribution
centered on this initial measurement, with variance re-
lated to measurement error. Each particle’s weight is ini-
tialized as %, where NN is the number of particles.

2. Model Prediction: Particles follow the model’s trajec-
tory, with added noise to introduce variability among the
particles.

3. Measurement Update: Upon receiving a measurement,
the posterior state distribution is calculated using the par-
ticles, with new weights computed based on each parti-
cle’s likelihood given the measurement. If a weight dis-
parity condition is triggered, a resampling step occurs.
The process returns to the previous step upon comple-
tion.

This particle-based approach generates a probability distribu-
tion of the state to be estimated, acknowledging and address-
ing the inherent uncertainty, thus offering a solution that man-
ages the uncertainty associated with the state estimation pro-
cess effectively. The variance of the particles in the particle
filter was calculated based on the projection error, allowing
the filter to produce calibrated uncertainty quantification.

For instance, in campaign 34 of SAG1 (Figure 7), the parti-
cle filter had minimal impact due to the model’s consistent
accuracy. However, in campaign 27 (Figure 8) of SAG2, a
significant deviation was corrected by the filter upon the third
measurement, thereby improving model performance towards
the campaign’s end.

SAG 1 Campaign n°34
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Figure 7. On-line operation of the model with the particle
filter, SAG1 campaign 34.

SAG2 Campaign n®27
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Figure 8. On-line operation of the model with the particle
filter, SAG2 campaign 27

6. CONCLUSIONS

This paper presents an innovative methodology for abrasive
wear monitoring in SAG (Semi-Autogenous Grinding) mills,
addressing the challenge of irregular wear measurements due
to the lack of a regular inspection regime. The introduc-
tion of a virtual sensor aims to estimate the liner’s remain-
ing thickness, providing daily updates to assist the mainte-
nance team in scheduling liner replacements efficiently. This
method proves critical in enhancing maintenance strategies,
particularly in environments where data quality may be com-
promised and operational realities prevail. A key feature of
this approach is the emphasis on uncertainty quantification,
which is crucial for informed maintenance decision-making.

The successful application of this methodology to SAG mills
at Minera Los Pelambres demonstrates its effectiveness and
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potential for broader adoption. Achieving an error of +7.4254
mm of remaining thickness for the plate position and £8.701
for the lifter in the validation set underscores the models pre-
cision. The methodology’s ability to utilize low-quality data
and its simplicity are among its most valuable contributions,
reducing the barriers to implementing predictive health mon-
itoring (PHM) algorithms and marking a significant advance-
ment in maintenance strategies for the mining industry.
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