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ABSTRACT 

In the development of Prognostics and Health Management 

(PHM) for industrial applications, the question of which 

predictive method to use is fundamental. The choice is 

typically driven by the data and/or the physics-based models 

available, and the cost-benefit considerations related to PHM 

implementation, wherein prediction capability plays an 

important role. By prediction capability of a prognostic 

method we refer to its ability to provide trustable predictions 

of the Remaining Useful Life (RUL) of a component or 

system, with the characteristics required by the given 

application. A set of Prognostic Performance Indicators 

(PPIs) is used to guide the choice of the method to be 

implemented. These PPIs measure different characteristics of 

a prognostic method and need to be aggregated to enable a 

final choice of prognostic method, based on its overall 

performance. We propose an aggregation strategy to identify 

the prognostic method with the best compromise 

performance on all PPIs. The strategy is exemplified on a 

case study with real data taken from industry, whose structure 

is general and, therefore, applicable to railway industry. 

1. INTRODUCTION 

In Prognostic and Health Management (PHM), the prediction 

of the Remaining Useful Life (RUL) of a component or 

system is of paramount importance for maintenance strategy 

definition as Condition Based Maintenance (CBM) (Engel, 

Gilmartin, Bongort, & Hess, 2000; Jardine, Lin & Banjevic, 

2006; Vachtsevanos, Lewis, Roemer, Hess & Wu, 2006; 

Kan, Tan & Mathew, 2015) or Preventive Maintenance (PM) 

(Zio & Compare, 2013; Lee, Wu, Zhao, Ghaffari, Liao & 

Siegel, 2014; Compare & Zio, 2014). 

Prognostic methods for RUL estimation can be classified into 

model-based methods (Luo, Namburu, Pattipati, Qiao, 

Kawamoto, & Chigusa, 2003; Vichare & Pecht, 2006; Luo, 

Pattipati, Qiao, & Chigusa, 2008; Pecht & Jaai, 2010) and 

data driven methods (Schwabacher, 2005; Zio, 2009; Si, 

Wang, Hu & Zhou, 2011; Tsui, Chen, Zhou, Hai & Wang, 

2015; Zhang, Si, Hu & Kong, 2015). 

In practice, the decision makers’ attitude can be either prone 

or averse to the risk of relying on a predicted RUL to plan 

maintenance services. Undoubtedly, such attitude is heavily 

influenced by the prediction capability of the prognostic 

method used. For instance, a prognostic method with high 

prediction capability might make the decision maker risk-

prone, because he/she feels that he/she can trust the RUL 

predictions provided by the method and, thus, he/she is 

willing to take the risk of using them to plan predictive 

maintenance. On the other hand, if the prediction capability 

of the prognostic method is not sufficient, the decision maker 

might be risk-averse towards using the RUL predictions to 

support any maintenance decision. The prediction capability 

of a prognostic method is, thus, an important information for 

deciding which predictive method should be selected for the 

development of PHM in a given industrial application 

Prediction capability can be seen as the capability of a 

method of guaranteeing good prediction quality, e.g., 

accurate and precise RUL estimates as well as the trust a 

decision maker can put on a specific prognostic method result 

before implementing it on his/her particular application 

(Zeng, Di Maio, Zio & Kang, 2016). Figure 1 reports a 

scheme of all the factors influencing the prediction capability 

of a method. Trustworthiness can, indeed, play an important 
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role in the selection process of the prediction method to be 

used for an application (Paulk, 1993; Herbsleb, Zubrow, 

Goldenson, Hayes & Paulk, 1997; Farrell & Gallagher, 

2015). For example, if two prediction methods, named A and 

B, provide RUL estimates of the same quality, but method A 

has been applied in several fields and in many similar 

applications, while method B has been used only few times 

and just for a particular application, then, the decision maker 

is likely to choose method A, since he/she feels that he/she 

can trust it more. Thus, trustworthiness assesses in a formal 

way, what typically the expert knowledge is: information 

about previous applications in the same industrial context, 

successful applications in different fields, the resource 

requirements (e.g., data and computational cost), the 

mathematical adequacy (e.g., the capability of dealing with 

linear and nonlinear problems), etc. (Zeng et al., 2016). 

On the other side, it would be useless to consider only the 

trustworthiness of a method if it is not capable of providing 

good RUL estimates, whose quality can be assessed with 

Prognostic Performance Indicators (PPI) (Saxena et al., 2008; 

Saxena, Celaya, Saha, Saha & Goebel, 2010; Saxena, 

Sankararaman & Goebel, 2014). Each PPI aims at 

quantitatively assessing a specific characteristic of the 

prediction, such as: i) accuracy, ii) precision, iii) stability and 

iv) spill-over (Walther & Moore, 2005). 

However, despite the large number of PPIs available from the 

literature, it is hard for a practitioner to decide which PPI 

must be taken into account for the prediction quality 

assessment. As common in the performance assessment, a 

single indicator usually assesses a single property of the 

predictive method (e.g., its accuracy or its precision): in 

(Micea, Ungurean, Cârstoiu & Groza, 2011) the authors 

consider only the accuracy to assess the performance of a 

prognostic method specifically designed for battery 

management; in (Peng, Liu, Saxena & Goebel, 2015), the 

authors resort to a single PPI for the prognostic quality 

assessment of a Bayesian inference framework, whereas their 

ensemble catches the overall performance: Tobon-Mejia, 

Medjaher, Zerhouni and Tripot (2012) consider a large set of 

PPIs for assessing the prognostic quality of a mixture of 

Gaussian hidden Markov models and Xian, Long, Li and 

Wang (2014) employ a set of PPIs for assessing a particle 

filter-based prognostic method. 

However, the selection of the most proper combination of 

PPIs to be used in support of the comparison of different 

prediction methods in different applications is still an open 

issue of PHM. 

In this paper, we propose two techniques for aggregating 

PPIs, in order to have a synthetic measure of prediction 

quality. This measure can be used by the decision maker in 

the choice of the most apt prognostic method for the 

application under consideration. A case study from the 

industry is considered to show how these techniques can be 

also used in railway applications. 

The rest of the paper is structured in this way: in Section 2, a 

general description of the RUL prediction quality problem is 

outlined; in Section 3, the proposed aggregation techniques 

are described; in Section 4, the case study taken from the 

industry is presented and, finally, in Section 5, some 

conclusions and possible future perspectives are drawn. 

2. RUL PREDICTION QUALITY 

Both model-based and data-driven prognostic methods 

process a number of signals and information collected from 

sensors placed on the system under analysis, in order to 

predict the RUL (Engel et al. 2000; Vachtsevanos et al. 2006; 

Vichare & Pecht, 2006; Zio, 2009; Pecht & Jaai, 2010; Si et 

al. 2011; Tsui et al. 2015; Zhang et al. 2015). However, the 

performance of the prediction can largely vary according to 

the type of signals and data used. Expert knowledge plays a 

key role, at this stage, in understanding if the best prediction 

can be directly achieved by a direct elaboration of the raw 

signals or if a pre-processing of the raw signals is needed to 

extract features to be used as input for the prediction model. 

The quality of a RUL prediction is here assessed by 

measuring four main characteristics which include: i) 

accuracy, ii) precision, iii) stability and iv) spill-over 

(Walther et Moore, 2005; Saxena et al., 2008; Johnson et al., 

2011; Saxena et al., 2014). In a few words: 

Figure 1. Block diagram describing the prediction capability. 
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 accuracy PPIs quantify the closeness between the model 

output and the true value: a very accurate model will 

have an estimated RUL very close to the true one. 

 Precision PPIs measure the statistical variability of the 

predicted value: in practice, they quantify the 

uncertainty in the estimate and, consequently, the 

degree to which a repetition of the prognosis will lead 

to the same results. 

 Stability PPIs quantify the sensitivity of the predicted 

values with respect to the available inputs in order to 

evaluate the robustness of the estimate and the 

capability of the method of estimating the correct value 

while approaching the end of life of the system 

(convergence), i.e. while the prediction horizon 

decreases. 

 Spill-Over PPIs measure the effects of varying the set 

of inputs of the predictive model: in practice, what 

happens if one or more of the inputs is not available. 

In literature and industrial applications, a large number of 

PPIs have been defined. In Figure 2, a large, even though not 

exhaustive, selection is listed. In Appendix, the PPIs of 

Figure 2 are formulated in such a way that they take the 

maximum value 1 when the method performs well, and lower 

values when the method performance is not optimal. 

 

 

Figure 2. Selection of PPIs, grouped according to their 

characteristics (see Appendix for their definitions). 

 

3. PROGNOSTIC PERFORMANCE INDICATOR AGGREGATION 

In this Section, we present two strategies to manage and get 

benefit from the large number of PPIs available in the 

literature, to enable a robust final choice of the prognostic 

method based on its overall performance. Indeed, instead of 

a priori selecting an ensemble of PPIs as guiding criterion for 

the assessment of the prediction quality (Micea et al., 2011; 

Tobon-Mejia et al., 2012; Xian et al. 2014; Peng et al., 2015), 

the strategies here proposed give a synthetic quantitative 

assessment of the overall performance. In both cases, the 

results of the aggregation should give an intuitive and clear 

suggestion to the analyst regarding which prognostic method 

to choose in terms of prediction quality, for the application of 

interest. The two strategies, which differ in the 

implementation, complexity and time demand, are described 

in detail in the following two subsections. 

3.1. Weighted Average Strategy 

In the Weighted Average Strategy (WAS), the values of the 

different PPIs are averaged according to specific weights. 

Hereafter, we refer to the list of PPIs reported in Figure 2 and 

in the Appendix, where, for each characteristic (accuracy, 

precision, etc.) the rank reflects the trust that experts have 

with respect to the PPIs: the higher the rank of a PPI, the more 

the experts trust the information conveyed by that PPI. 

Nonetheless, different rankings can be employed. 

The overall prognostic quality of a method can be quantified 

as in Eq. (1): 

𝑊𝐴𝑆 =
1

∑ ∑ 𝑤𝑝
𝑗𝑁𝑗

𝑝=1
𝑁𝐶
𝑗=1

∑∑𝑤𝑝
𝑗

𝑁𝑗

𝑝=1

𝑁𝐶

𝑗=1

∙ 𝑃𝑃𝐼𝑝
𝑗
 (1) 

where the subscript and the superscript indicate the position 

p of the PPI in the rank of the characteristic j, respectively, 

with 𝑝 = 1,… ,𝑁𝑗  and 𝑗 = 1,… , 𝑁𝐶 , where 𝑁𝑗 is the number 

of PPIs for the characteristic j and 𝑁𝐶  is the number of 

characteristics considered in the prognostic quality 

assessment. The weight 𝑤𝑝
𝑗
 corresponds to the 𝑝𝑡ℎ PPI of the 

𝑗𝑡ℎ characteristic and is computed as in Eq. (2): 

𝑤𝑝
𝑗
= 1 −

𝑝 − 1

𝑁𝑗
 (2) 

For example, the weight of the Timeliness Weighted Error 

Bias (PPI A.1 in Appendix, for details) is 1, as it is ranked 

first in the accuracy list: 

𝑤1
1 = 1 −

𝑝 − 1

𝑁1
= 1 −

1 − 1

5
= 1 

whereas the weight of the Sample Mean Error (PPI A.2 in 

Appendix) is 0.8, as it is the second out of 5 PPIs in the 

accuracy list: 

𝑤2
1 = 1 −

𝑝 − 1

𝑁1
= 1 −

2 − 1

5
= 0.8 
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Following this procedure, it is possible to compute the 

weights for all PPIs of the accuracy, precision and sensitivity 

characteristics, whatever is the number of PPIs considered. 

It must be noticed that the Spill-Over PPI (SO.1 in Appendix) 

can be either computationally expensive when a large number 

of features feeds the method, since it requires evaluating the 

PPIs for several subsets of features, or trivial when only one 

feature is to be fed to the method. For this reason, Spill-Over 

should specifically be treated either by making an average 

over the different subsets of features (if the computational 

cost permits it), or by excluding it form the WAS evaluation 

due to its too large computational demand. 

In synthesis, the overall performance is the weighted average 

of all PPIs provided by the WAS and gives an indication of 

the average weighted performance for all the characteristics: 

as all PPIs have ranges between -∞ /0 and 1, a good 

performance will give a value close to 1 and a relatively bad 

performance would give a value lower than 1. 

It is worth mentioning that, since the result of the WAS 

strategy depends on the values assigned to weights 𝑤𝑝
𝑗

, 

different rules for the weights definition can be designed in 

order to prefer some characteristic rather than others. 

3.2. In-Depth Quality Control Strategy 

The In-Depth Quality Control Strategy (IDQCS) bases the 

overall performance assessment on weighting the PPIs on 

their spill-over performance. The rationale is that in real 

applications, where it is not rare to have many sensors 

monitoring the same system, it is necessary (or at least 

desirable) that the prognostic method keeps the same or a 

similar prediction quality, even when some of the signals are 

out of order. Thus, the spill-over indicator SO.1 in Appendix, 

which assesses the variation of the PPIs when reducing the 

number of features fed to the method, plays a pivotal role 

within the IDQCS aggregation strategy. 

The strategy whose flowchart is given in Figure 3, proceeds 

as follows: 1) for the first characteristic (i.e. accuracy), the 

spill-over SO.1 is evaluated for all PPIs which are, then, 

sorted in descending order from the one having the highest 

value of SO.1 (i.e., the one whose value is the least affected 

by a feature reduction) to the one having the lowest value 

(i.e., the one whose value is the most affected); 2) following 

the rank, each PPI is evaluated and its value compared with 

the corresponding acceptance threshold (see Table 1): if the 

PPI is above the threshold, the PPI is saved as representative 

of the associated characteristic and the strategy returns at step 

1) for the following characteristic, otherwise the algorithm is 

interrupted since the prognostic quality of the method under 

test is deemed a priori unacceptable with respect to the 

minimum requirements for the characteristic under analysis. 

The values for the acceptance thresholds used in this paper 

are reported in Table 1; they have been chosen according to 

expert judgment. However, more or less restrictive values can 

be used, depending on the application requirements. 

Once a PPI has been selected for each characteristic, then, 

they are aggregated as in Eq. (3): 

𝐼𝐷𝑄𝐶𝑆 =
1

3
∑ 𝑤𝑗 ∙ 𝑃𝑃𝐼𝑗

𝑁𝐶−1

𝑗=1

 (3) 

where 𝑤𝑗  and 𝑃𝑃𝐼𝑗  are the weight and the selected PPI for the 

𝑗𝑡ℎ characteristic, respectively. For the sake of clarity 𝑗 = 1 

refers to the accuracy, 𝑗 = 2 to the precision and 𝑗 = 3 to the 

stability. 

Spill-over influences IDQCS not only during the sorting 

process but also in the weights definition, as follows: 

𝑤𝑗 = 𝑆𝑂. 1(𝑃𝑃𝐼𝑗) (4) 

where 𝑤𝑗  represents the spill-over indicator of the PPI 

selected for the 𝑗𝑡ℎ characteristic, so that PPIs having a low 

spill-over indicator are penalized in the weighting process. 

 

 
 

Figure 3. Flowchart of the In-Depth Quality Control 

Strategy. 

 



EUROPEAN CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2016 

5 

As in the WAS strategy, the spill-over indicator can be 

assessed as the average over the different subsets of features. 

However, differently from the WAS, in the IDQCS, the spill-

over characteristic, which involves the most computational 

demanding indicator, is not evaluated directly for all the PPIs, 

but in an iterative way. Firstly, the spill-over for the accuracy 

PPIs is evaluated; then, only if the prognostic method has 

already satisfied the accuracy requirements, the spill-over for 

the precision PPIs is evaluated. Once both accuracy and 

precision requirements have been satisfied, the algorithm 

proceeds to the evaluation of the spill-over for the stability 

PPIs. This iterative procedure allows evaluating the spill-over 

indicator only if some minimum requirements have been 

already achieved. 

Table 1. List of acceptance thresholds. 

 

PPI 
Acceptance 

Treshold 
PPI 

Acceptance 
Treshold 

PPI 
Acceptance 

Treshold 

A.1 0.75 P.1 0.8 S.1 0.8 
A.2 0.8 P.2 0.8 S.2 0.3 
A.3 0.75 P.3 0.8 - - 
A.4 0.8 P.4 0.75 - - 
A.5 0.8 P.5 0.75 - - 

4. CASE STUDY 

The case study under analysis mimics the behavior of a 

component of the railway sector and concerns a mono-

dimensional signal. Available data include 9 independent 

run-to-failure trajectories of a physical quantity monitored on 

the component. In must be mentioned that the real data are 

not specific to a railway component, but taken from another 

industrial sector with similar characteristics. From Figure 4, 

it can be seen that the trajectories have: different initial 

conditions, high noise/signal ratio and different signal values 

at failure (the unit of measure has been removed for 

confidentiality). For these reasons, to improve the tractability 

of the signals for prediction purposes, the raw data have been 

preprocessed to extract a relevant feature to be fed to the 

prognostic method. 

 
Figure 4. Run-to-failure trajectories available. 

 

Empirical Mode Decomposition (Huang & Wu, 2008) has 

been employed to extract one feature reflecting the 

degradation process of the component. The trajectories are 

reported in Figure 5 (the different shades of colors will turn 

to be useful in what follows). Two main trends can be 

observed: i) an initial fast degradation followed by low 

degradation until reaching failure (top-left trajectory); ii) an 

initial fast degradation leading to a relative short plateau 

followed by a slower degradation until reaching failure 

(middle-right trajectory).  

Three prognostic methods have been chosen as candidates for 

providing RUL predictions based on a literature review 
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tackling similar problems: Fuzzy Similarity (FS), feed-

forward Artificial Neural Networks (ANN) and Hidden Semi 

Markov Model (HSMM). 

For the Fuzzy Similarity (Mendel, 1995; Zio & Di Maio, 

2010; Di Maio & Zio, 2013), the basic idea is to consider each 

trajectory available as an historical dataset. Whenever a new 

trajectory is monitored, it is compared with those in the 

historical set through a fuzzy similarity measure and it is 

matched with the most similar. The RUL prediction for the 

new trajectories is, thus, the weighted average of the most 

similar historical trajectories. To avoid identifying the 

trajectory under analysis as the one similar to itself, a leave-

one-out, cross-validation procedure has been employed 

(Efron, 1983; Polikar, 2007). 

For the ANN, a two-layer feed-forward network with sigmoid 

hidden neurons and linear output neurons is trained with the 

Levenberg-Marquardt backpropagation algorithm 

(Mahamad, Saon, & Hiyama, 2010; Sikorska, Hodkiewicz & 

Ma 2011; Yu & Wilamowski 2011; Kan, Tan & Mathew, 

2015). The input considered is the value of the feature and 

the output is the corresponding RUL. The assessment process 

of the ANN has followed the same cross-validation strategy 

as for the Fuzzy Similarity. 

For the HSMM (Bechhoefer, Bernhard, He, & Banerjee, 

2006; Dong & He, 2007; Yu, 2010), the degradation 

trajectories have been discretized in 5 states on the basis of 4 

transition thresholds, which are represented by the different 

shades of color in Figure 5.The threshold values has been 

identified by means of a non-supervised clustering algorithm. 

The 5th state represents the component failure. In this light, 

the RUL is estimated by means of the time of first entrance 

in state 5. It must be noticed that 2 out of the 9 degradation 

processes jump directly from the degradation state 2 (grey) to 

the degradation state 4 (black) without passing through the 

degradation state 3 (light grey). This strongly affects the 

parameter estimation and, therefore, could affect the RUL 

prediction performance, obtained by Monte Carlo simulation 

of the chain. 

4.1. PPIs Calculation 

Table 2 lists the PPIs that are, then, aggregated in the 

following Subsection 4.2. All PPIs have been computed 

following the definitions provided in Appendix. However, 

some specific settings concerning some PPIs are reported in 

what follows. 

Regarding PPIs for precision: for 𝑃𝜆
𝛼 , the parameters have 

been set to 𝛼 = 0.2  and 𝜆 = 0.5,  that means that a RUL 

prediction made at time 𝑡 has a positive contribution to 𝑃𝜆
𝛼  if 

the percentage error 𝛼 at half of the predicted 𝑅𝑈𝐿∗(𝑡) (i.e., 

𝜆 = 0.5) is lower than 20% (a specific discussion on the 

selection of those parameters which can strongly affect the 

results is out of the scope of this paper and is treated in 

(Saxena, Roychoudhury, Celaya, Saha, Saha, & Goebel,  

2012)); for 𝑃𝑆, which in principle can be assessed for each 

accuracy PPI, we evaluate it only for 𝑇𝑊𝐸𝐵 both for the sake 

of readability of the results and because in the authors 

opinion, it is the most trustable one. In addition, 𝑇𝑊𝐸𝐵 gets 

a good score and, therefore, it is worth evaluating the 

corresponding precision. 

Regarding PPIs for stability: we have been focusing on the 

Convergence 𝐶𝑀  only. Moreover, even though 𝐶𝑀  can be 

assessed for all the accuracy and precision PPIs, we have 

decided, coherently with the choice made for 𝑃𝑆, to calculate 

it only for 𝑇𝑊𝐸𝐵 and 𝑃𝜆
𝛼 . 

Finally, since the prognostic method has only one feature as 

input, Spill-Over PPIs cannot be quantified, as it makes no 

sense to talk about Spill-Over effects for a one-dimensional 

signal. 

Table 2. PPIs for the three selected methods. 

 

Accuracy 𝑭𝒖𝒛𝒛𝒚 𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚 𝑨𝑵𝑵 𝑯𝑺𝑴𝑴 

𝐴. 1 𝑇𝑊𝐸𝐵  0.98 0.94 0.11 

𝐴. 2 𝑆𝑀𝐸  0.37 0.56 -9.47 

𝐴. 3 𝑀𝐴𝑃𝐸  0.85 0.63 -1.44 

𝐴. 4 𝑀𝑆𝐸  -5.14 -7.56 -143.79 

𝐴. 5 𝑆𝑀𝑒𝐸  0.98 0.57 -10.65 

Precision  

𝑃. 1 𝑃𝜆
𝛼  0.61 0.34 0.02 

𝑃. 2 𝑊𝑃𝑆  0.97 0.94 0.67 

𝑃. 3 𝑆𝑆𝐷  -0.71 -1.11 -4.16 

𝑃. 4 𝑅𝑀𝑆𝐸  -0.28 -1.42 -10.20 

𝑃. 5 𝑃𝑆𝑇𝑊𝐸𝐵  0.98 0.97 0.14 

Stability    

𝑆. 2 𝐶𝑇𝑊𝐸𝐵  0.37 0.35 0.25 

𝑆. 2 𝐶𝑃𝜆
𝛼  0.32 0.32 0.22 

4.2. PPIs Aggregation 

Both the 𝑊𝐴𝑆 and the 𝐼𝐷𝑄𝐶𝑆 strategies have been employed 

for comparison. 

Regarding 𝑊𝐴𝑆, all the necessary information is reported in 

Table 2 and the results listed in Table 4: the Fuzzy Similarity 

has an overall performance better than ANN, whereas 

HSMM obtains a very bad score that would discourage its 

employment in the case under analysis. 

Regarding 𝐼𝐷𝑄𝐶𝑆, since the Spill-Over cannot be evaluated, 

we have resorted to the same ranking proposed in Figure 2, 

which reflects the authors preference with respect to the 

different PPIs. Table 3 reports the PPIs that have been 

selected according to 𝐼𝐷𝑄𝐶𝑆 for each one of the methods and 

for each characteristic. The column regarding the HSMM has 

not been reported since the IDQCS has not found any 

accuracy PPIs satisfying the acceptance threshold and, thus, 

the aggregation strategy has been interrupted. For both Fuzzy 

Similarity and ANN, the same PPIs have been selected for all 

the characteristics. In particular, coherently with the choice 

made for the accuracy and precision PPIs, the stability PPI 
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has been evaluated as the average of the Convergence PPIs 

(i.e., 𝐶𝑇𝑊𝐸𝐵 and 𝐶𝑊𝑃𝑆). Furthermore, it must be noticed that 

during the aggregation process of 𝐼𝐷𝑄𝐶𝑆  the weights 𝑤𝑗  

have all been set equal to 1 due to the impossibility in 

evaluating the Spill-Over indicators. 

Table 3. Indicators selected by the 𝐼𝐷𝑄𝐶𝑆 for the three 

selected methods. 

 

𝑴𝒆𝒕𝒓𝒊𝒄 𝑭𝒖𝒛𝒛𝒚 𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚 𝑨𝑵𝑵 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 𝑇𝑊𝐸𝐵 = 0.98 𝑇𝑊𝐸𝐵 = 0.89 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 𝑊𝑃𝑆 = 0.97 𝑊𝑃𝑆 = 0.94 

𝑺𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚 
𝐶𝑇𝑊𝐸𝐵 + 𝐶𝑊𝑃𝑆

2
= 0.40 

𝐶𝑇𝑊𝐸𝐵 + 𝐶𝑊𝑃𝑆
2

= 0.37 

 

From the results reported in Table 4, it can be seen that both 

WAS and IDQCS suggest the Fuzzy Similarity as best 

candidate method to be utilized in the case under analysis. 

However, while WAS shows large evidence to discriminate 

between Fuzzy Similarity and ANN, the evidence is strongly 

reduced in the IDQCS evaluation.  

Table 4. Aggregated performances for the three selected 

methods. 

 

𝑺𝒕𝒓𝒂𝒕𝒆𝒈𝒚 𝑭𝒖𝒛𝒛𝒚 𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚 𝑨𝑵𝑵 𝑯𝑺𝑴𝑴 

𝑾𝑨𝑺  0.20 -0.08 -9.81 

𝑰𝑫𝑸𝑪𝑺  0.58 0.56 𝑁𝑎𝑁 

 

To conclude, we report in Figure 6 the RUL estimates 

obtained by the prognostic methods analyzed for all the 9 

trajectories available, so that it can be confirmed that the 

aggregation strategies proposed really select the best 

prognostic method. At a first sight, it can be noticed that the 

HSMM provides poor RUL predictions with a general trend 

to overestimating the real RUL. On the contrary, the 

difference between the Fuzzy Similarity and the ANN is not 

so evident. 

As a last remark, it is worth mentioning the weak 

performance of the methods for the bottom-right trajectory 

(except close to the end of life): the aggregated scores take 

values far from the optimal score, suggesting that more run-

to-failure trajectories should be collected to improve the 

reliability of the overall prediction quality and to support the 

decision on the method selection. 

5. CONCLUSIONS 

In the design process of PHM for industrial applications, the 

selection of an adequate predictive method is of paramount 

importance. Recent works have underlined that in industrial 

application two main drivers for an effective selection are: i) 

the trustworthiness of the method, which can be qualitatively 

quantified with a maturity assessment; ii) the prediction 

quality of the method, i.e. its capacity of providing accurate, 

precise and robust RUL for the application under analysis. 

This paper aims at underlying and drawing attention on the 

necessity of providing industrial decision makers with more 

synthetic and easy to interpret performance indicators for the 

prognostic quality assessment. In this light, we have shown 

that the aggregation of the PPIs, which are typically involved 

in the prediction quality assessment, is a viable way. 

Aggregation strategies provide a synthetic result capable of 

intuitively guiding the selection of the method with highest 

overall prediction quality. In particular, IDQCS allows not 

only ranking the different prognostic methods, but also 

verifying if a minimum overall prediction quality has been 
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Figure 6. Estimated (light marks) and real (bold dark line) RUL for each component analyzed 
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achieved by the prognostic methods considered, eventually 

giving a warning to the analyst. The convenience of the 

proposed strategies has been tested on a case study related to 

real industrial data. 

It must be mentioned that the results of the proposed 

strategies are dependent on some design parameters which 

are here set according to authors’ expertise and whose 

optimal design needs further research. However, the main 

goal of the paper was to propose and show that an aggregation 

strategy can provide the decision maker with a valid and 

synthetic performance index. 
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APPENDIX 

𝑖 index for the identification of the unit under test 

(e.g., the equipment). 

𝑁 total number of units under test. 

t  index for the time instant. 

𝑇 failure time of the unit. Note that each unit has a 

different 𝑇𝑖  value. 

𝐸𝑂𝑃 End-Of-Prediction: time at which the unit is 

expected to fail, as predicted by the prognostic 

model. 

 

𝑅𝑈𝐿𝑖
∗(𝑡)  Estimated Remaining Useful Life (RUL) for the 

unit i, at time index t . 

𝑅𝑈𝐿𝑖(𝑡) Real RUL value for component i at time index t 

𝑀𝑖(𝑡) PPI calculated at time t for the i-th unit. 

𝑓  number of features (i.e., signals) available for the 

prognostic model. 

𝑓′ subset of 𝑓 indicating a reduced number of features. 

Δ𝑖𝑛𝑝𝑢𝑡𝑖    variation of the inputs of the i-th unit. 

 

 

 

ACCURACY PPIs 

A.1 Timeliness Weighted Error Bias (TWEB) 

Exploits an average out of the 𝑁 units of a penalized weighted prediction error 

over the entire lifetime 𝑇𝑖. The penalizing function considered is an exponential 

function 𝜑(𝑧)  that penalizes late predictions (𝑧 ≥ 0)  with respect to early 

predictions (𝑧 < 0) .The weighting function 𝑤𝑖(𝑡)  is a Gaussian Kernel 

Function with a mean value set to the lifetime of the unit, 𝑇𝑖, and a standard 

deviation set to 50% of that lifetime: this places an emphasis on the errors made 

at the end of lifetime. The optimal value for the TWEB is 1, indicating that the 

average penalized weighted prediction value is centered on the true RUL. 

Values smaller than 1 indicate that the predictions dispersion is above, or under, 

the true RUL. 

𝑇𝑊𝐸𝐵 = 1 −
1

𝑁
∑𝜑(∑𝑤𝑖(𝑡)

𝑅𝑈𝐿𝑖
∗(𝑡) − 𝑅𝑈𝐿𝑖(𝑡)

𝑇𝑖

𝑇𝑖

𝑡=1

)

𝑁

𝑖=1

 

𝜑(𝑧) =

{
 
 

 
 exp (

|𝑧|

𝑎1
) − 1, 𝑓𝑜𝑟 𝑧 < 0 

exp (
|𝑧|

𝑎2
) − 1, 𝑓𝑜𝑟 𝑧 ≥ 0 

 

𝑎1 > 𝑎2 > 0 

A.2 Sample Mean Error (SME) Concerns the average among all 𝑁  samples of the mean error during the 

respective lifetime 𝑇𝑖. The optimal value of the SME is 1, indicating that the 

average error for 𝑁 unit samples over their whole lifetime 𝑇𝑖  is 0, thus it is 

centered on the true RUL. Low values of SME indicate a greater overall 

discrepancy between the true RUL and the estimated one. 
𝑆𝑀𝐸 = 1 − |

1

𝑁
∑(

1

𝑇𝑖
∑(𝑅𝑈𝐿𝑖

∗(𝑡) − 𝑅𝑈𝐿𝑖(𝑡))

𝑇𝑖

𝑡=1

)

𝑁

𝑖=1

| 

A.3 Mean Absolute Percentage Error Exploits the average absolute percentage error of all 𝑁 units throughout their 

lifetime 𝑇𝑖. In other words, the absolute percentage error takes into account the 

importance of having more accurate estimates of RUL when the unit approach 

its failure time.t. The optimum value for MAPE is 1, indicating that the average 

absolute percentage error for all 𝑁 units during their lifetime 𝑇𝑖 is small. A low 

value tells the user that a discrepancy between the estimated RUL and the true 

one occurs. 

𝑀𝐴𝑃𝐸 = 1 −
1

𝑁
∑(

1

𝑇𝑖
∑|

𝑅𝑈𝐿𝑖
∗(𝑡) − 𝑅𝑈𝐿𝑖(𝑡)

𝑅𝑈𝐿𝑖(𝑡)
|

𝑇𝑖

𝑡=1

)

𝑁

𝑖=1

 

A.4 Mean Square Error (MSE) Takes into account the average for all 𝑁 units of the average quadratic error of 

the RULs estimated during the lifetime 𝑇𝑖. An optimum value for the MSE is 1, 

indicating that the estimated RULs are equal to the real ones for all units 𝑖.. A 

low value indicates that, during the lifetime of the 𝑁 components, the errors in 

the RUL estimates are high. 
𝑀𝑆𝐸 = 1 −

1

𝑁
∑(

1

𝑇𝑖
∑(𝑅𝑈𝐿𝑖

∗(𝑡) − 𝑅𝑈𝐿𝑖(𝑡))
2

𝑇𝑖

𝑡=1

 )

𝑁

𝑖=1

 

A.5 Sample Median Error (SMeE) Exploits the absolute value of the median of all mean errors, for all N units, over 

their lifetime 𝑇𝑖. The median is chosen as an indicator, as it can sometimes be 

more robust than the mean, and more representative of the data if the data is not 

distributed symmetrically around the mean. An optimum value for SMeE is 1, 

indicating that the modulus of the median error is zero. A low SMeE indicates 

that most RUL estimates are wrong. 

𝑆𝑀𝑒𝐸 = 1 − |Median
𝑖=1,…,𝑁

(
1

𝑇𝑖
∑(𝑅𝑈𝐿𝑖

∗(𝑡) − 𝑅𝑈𝐿𝑖(𝑡))

𝑇𝑖

𝑡=1

)| 
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PRECISION PPIs 

P.1 α-λ Performance (𝑷𝝀
𝜶) 

Measures the average fraction of points, during the lifetime 𝑇𝑖 over all 𝑁 

units, for which the prediction of the RUL estimated at a specific time t  

before failure is, with  confidence, the true RUL at 𝑡 + 𝜆(𝐸𝑂𝑃𝑖 − 𝑡). The 

points which have an accuracy of prediction of 𝛼 within a relative time 

distance 𝜆 from the current time 𝑡, are considered positive. The optimum 

value for 𝑃𝜆
𝛼is 1, indicating that all estimated RULs have still an accuracy 

at least of 𝛼 at a relative distance 𝜆 from the current prediction time 𝑡. Low 

values indicate that the prediction made at time 𝑡 is not reliable in the future 

time window defined by 𝜆.   is the confidence modifier and 𝜆 the time 

window modifier. 

𝑃𝜆
𝛼 =

1

𝑁
∑(

1

𝑇𝑖
∑𝑏(𝑡)

𝑇𝑖

𝑡=1

)

𝑁

𝑖=1

 

𝑏(𝑡)

= {
1 𝑖𝑓 (1 − 𝜆)𝑅𝑈𝐿𝑖

∗(𝑡) ∈ (1 ± 𝛼)𝑅𝑈𝐿𝑖(𝑡 + 𝜆(𝐸𝑂𝑃𝑡 − 𝑡))

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

P.2 Weighted Prediction Spread (WPS) 
Considers the standard deviation of the weighted prediction error during the 

entire lifetime 𝑇𝑖  for all 𝑁  units . The optimum value for WPS is 1, 

indicating that all units either share a similar average weighted prediction 

error or that it is small.  A low value of WPS indicates a high dispersion, 

and, thus, a low precision. The weighting function is the same as A.1 
𝑊𝑃𝑆 = 1 − 𝜎1,…,𝑁 (∑𝑤𝑖(𝑡) ∙

(𝑅𝑈𝐿𝑖
∗(𝑡) − 𝑅𝑈𝐿𝑖(𝑡))

𝑇𝑖

𝑇𝑖

𝑡=1

) 

P.3 Sample Standard Deviation (SSD) 

Considers the standard deviation of the average error over the lifetime 𝑇𝑖 
for all 𝑁 units. The optimum SSD value is 1, indicating that all errors for all 

units are closely similar. A low value of SSD indicates that the dispersion 

of the errors within the N units is high. 

𝑆𝑆𝐷 = 1 − √
∑ (𝑀𝐸𝑖 − 𝑆𝑀𝐸)

2𝑁
𝑖=1

𝑁 − 1
 

𝑀𝐸𝑖 =
1

𝑇𝑖
∑(𝑅𝑈𝐿𝑖

∗(𝑡) − 𝑅𝑈𝐿𝑖(𝑡))

𝑇𝑖

𝑡=1

 

P.4 Root Mean Square Error (RMSE) 
Considers the average out of the 𝑁 units of the Root Mean Squared Error 

during the entire lifetime 𝑇𝑖. The optimum value of RMSE is 1, indicating 

that the error between the estimated RUL and the true RUL is consistent in 

the model. A low value indicates that the discrepancy between the estimated 

and the true RUL is inherently stochastic. 
𝑅𝑀𝑆𝐸 = 1 −

1

𝑁
∑√

1

𝑇𝑖
∑(𝑅𝑈𝐿𝑖

∗(𝑡) − 𝑅𝑈𝐿𝑖(𝑡))
2

𝑇𝑖

𝑡=1

𝑁

𝑖=1

 

P.5 Prediction Spread (PS) Considers the standard deviation of the Indicator 𝑀 for all 𝑁 units. The PS 

measures how the indicator M varies through all N units. The optimum 

value of PS is 1, indicating that the standard deviation of the indicator is 0: 

thus, the indicator is concentrated on one value, reducing the variability of 

the performance throughout the units. A high value indicates that the 

indicators behavior varies between units 

𝑃𝑆 = 1 − 𝜎1,…,𝑁(𝑀𝑖(𝑇)) 
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STABILITY PPIs 

S.1 Sensitivity (𝑺) 

Considers the average over the 𝐽  inputs of the variation of a generic 

𝑀indicator, with respect to the variation of input values in the model, i.e. 

how sensitive the model is to the input values. The optimum value of S is 

1, indicating that, despite a variation in input features, the indicator 

𝑀remains unaltered. A high value in S indicates that the variation of the 

model is significant with respect to the inputs, thus the model is very 

sensitive to the input data. 

𝑆 = 1 −
1

𝐽
∑|

Δ𝑀

Δ𝑖𝑛𝑝𝑢𝑡(𝑗)
|

𝐽

𝑗=1

 

 

S.2 Convergence (𝑪𝑴) 

Measures the ability of the indicator M of improving during time to reach 

its perfect score of 1. The distance between the origin and the center of mass 
(𝑥𝑐 , 𝑦𝑐) of the area under the curve of 1 minus the M indicator quantifies its 

convergence. The optimum value for 𝐶𝑀 tends to 1 as the value of the 

indicator tends to 1 and the value of the curve tends to 1 −𝑀 = 0, which 

is the perfect score. Low values indicate a slow rate of improvement, and 

thus a slow tendency to reach a perfect value for the indicator M 

𝐶𝑀 = 1 − √(𝑥𝑐 − 𝑡𝑝)
2
+ 𝑦𝑐

2 

𝑥𝑐 =

1
2
∑ ((𝑡 + 1)2 − 𝑡2)(1 − 𝑀(𝑡)) 𝑇
𝑡=𝑡𝑝

∑ ((𝑡 + 1) − 𝑡)(1 − 𝑀(𝑡)) 𝑇
𝑡=𝑡𝑝

 

𝑦𝑐 =

1
2
∑ ((𝑡 + 1) − 𝑡)(1 − 𝑀(𝑡))

2
 𝑇

𝑡=𝑡𝑝

∑ ((𝑡 + 1) − 𝑡)(1 − 𝑀(𝑡)) 𝑇
𝑡=𝑡𝑝

 

SPILL-OVER PPI 

SO.1 Robustness to a Reduced Feature Set (𝑹𝑹𝑭𝑺𝑴) 

Assesses the spill-over effects on a generic PPI M (i.e., A.1, A.2, etc.) due 

to removing a set of features from a model originally evaluated with 𝑓 to 

𝑓′ features. A low value of RRFS indicates a PPI with a high sensitivity to 

the number of features involved and, thus, a non-robust PPI. A high value 

of RRFS indicates a PPI which tolerates the absence of a set of features and 

produces a good result anyways. An optimum value for RRFS is 1. 

𝑅𝑅𝐹𝑆𝑀(𝑓′) = 1 − |
𝑀(𝑓) −𝑀(𝑓′)

max(𝑀(𝑓),𝑀(𝑓′))
| 


