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ABSTRACT

This paper presents the theory, simulation, diagnosis and
prognosis evaluation of an anomaly detector for Permanent
Magnet Synchronous Motor (PMSM) stator winding insula-
tion faults. Physics-of-failure mechanisms are used to de-
velop the PMSM model and its insulation fault model. Then,
the diagnostic features are identified using Hilbert transforms
based on artificial data acquired from the simulation results
of different degree of the stator winding insulation faults.
Next, the diagnosis and prognosis routine pass the diagnos-
tic features to the Extended Kalman Filter (EKF) based on
Bayesian estimation theory. Finally, the real-time diagnosis
and prognosis of an anomaly detector for PMSM stator wind-
ing insulation faults are performed using Simulink. Simula-
tion results are presented to demonstrate the effectiveness of
the proposed method.

1. INTRODUCTION

Compared with the traditional scheduled maintenance and
preventative maintenance, condition-based maintenance is a
topic of growing interest in improving the reliability of target
systems (Singleton, Strangas, & Aviyente, 2014). Among the
procedure of the condition based maintenance, it is of great
importance to acquire online real-time data, develop models,
and design algorithms that can efficiently and effectively de-
tect faults and predict the remaining useful life (RUL) of fail-
ing components (Brown et al., 2009). The concept of RUL ,
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which is defined as the time interval from current time to the
time instant when the system fails to deliver its service, has
been widely used in the community of prognostics and health
management (PHM) (Si, Wang, Hu, & Zhou, 2011; Zio &
Peloni, 2011; X. Zhang et al., 2005; Jardine, Lin, & Banje-
vic, 2006; M. E. Orchard & Vachtsevanos, 2007) for enabling
optimal maintenance and enhancing system safety.

With the development of technology, PMSM has been widely
used in industries because of its advantages of high efficiency,
high output to volume ration, high power to weight ratio,
low noise emissions, simple construction, easy maintenance,
high-speed operation, and precise torque control (Yang, Ye,
Zhou, et al., 2014). Previous research works indicated that
winding insulation fault is one of the primary motor fail-
ure mode (Yang et al., 2014). The leading causes of sta-
tor winding insulation faults are high temperature and over-
loading. Winding insulation faults can lead to fluctuations in
torque, imbalance, current harmonics, overheating, and vibra-
tion. Without timely detection and correction actions, it can
rapidly propagate to more stator winding turns and then may
cause demagnetization, power loss or damage of PMSM.

For PMSM fault diagnosis, the data, such as voltage and cur-
rent, need to be collected from PMSM and analyzed to extract
features or fault indicators. Data processing methods usu-
ally detect faults by comparing the measured data/simulated
data between healthy PMSM and faulty PMSM. Some widely
used data processing methods include Short-time Fourier
transform (STFT), wavelet transform (WT), Wigner-Ville
distribution (WVD) and Empirical Mode Decomposition
(EMD). Each method has its own advantages and limitations.
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For example, STFT needs to select a suitable window (Ham-
ming, Gaussian, etc.) to match with the specific frequency
content of the signals. Moreover, STFT is not suitable to pro-
cess non-stationary signals. WT can preserve spectral infor-
mation efficiently but cannot express spatial characteristics
well. Moreover, an important limitation of the WT is its non-
adaptive nature (Y. Zhang, 2006). WVD is similar to STFT
and is not suitable for unsteady signals. EMD decomposes
the signal into a set of intrinsic mode functions (IMFs) and a
residual. Although EMD is effective to extract features, IMFs
are not related to frequency. Hilbert transform is a simple
and adaptive technique for PMSM fault diagnosis. Through
Hilbert spectrum, full frequency-time energy distribution of
the signal can be obtained. Moreover, Hilbert spectrum has
no cross frequencies, and has no boundary problems (Yang et
al., 2014).

A fault diagnosis procedure includes the tasks of fault detec-
tion and assessment of its severity. In this sense, an EKF
based diagnosis framework is proposed in this research to
achieve these goals. it is assumed that the fault dynamics are
nonlinear Gaussian Markov processes.

In previous research work, the stator insulation fault injec-
tion is a type of step signal, which can not reflect the actual
situation as the stator insulation fault follows a certain degra-
dation law in the motor operation (Brown et al., 2009). In
this paper, to make the motor operates in a more realistic sit-
uation, the degradation of the stator insulation is modeled as
a dynamic process. In this way, the identification of diag-
nostic feature and the real-time performance of diagnosis and
prognosis can be more reliable. Moreover, this paper aims to
propose a comprehensive approach to develop, analyze, and
validate extended Kalman filter (EKF) based fault diagno-
sis and failure prognosis of PMSM stator winding insulation
faults. The proposed method has an integrated framework
that adopts Bayesian estimation methods and simulation data
acquired through the Simulink model of PMSM with motor
stator winding insulation faults being injected. Since the fault
dynamics are nonlinear, it is necessary to develop methods
that can accommodate nonlinear systems. For this purpose, a
physics-based PMSM state-space model is developed and sta-
tor winding insulation fault condition indicators are extracted
from simulation data based on Hilbert transform. The pro-
posed framework employs the PMSM model and EKF to es-
timate the state of motor winding fault in real time, which
is given by probability density function (PDF) (M. Orchard,
Kacprzynski, Goebel, Saha, & Vachtsevanos, 2008).

In this paper, a PMSM model established in Simulink is se-
lected as a prototype testbed for proof-of-concept. The paper
is organized as follows: Section 2 presents the theory of oper-
ation for a PMSM along with stator winding insulation faults;
Section 3 discusses the simulation results obtained from a test
conducted with PMSM with dynamic changing stator wind-

ing insulation faults. Primary feature is extracted based on
the Hilbert transform. Section 4 provides the theory and sim-
ulation results of fault diagnosis and prognosis based on EKF
to validate the proposed model and approach; Section 5 sum-
marizes the results of the study and provides concluding re-
marks.

2. PMSM MODELING AND FEATURE EXTRACTION
2.1. Three Phase PM Synchronous Machine Model

Fig. 1 shows the equivalent circuit diagram of a three-phase
wye-connected PMSM [Note: the stator windings are dis-
placed evenly with a degree of 120 degree]. In this figure,
U,s, Ups and U, are input voltage to phase a, b and c of the
motor, L, , Ly, and L. are selr-inductance of phase a, b and
C, T'qa, 'y and re. are resistance of phase a, b and ¢, Lyp, Lyc
and L. are mutual inductance between phases, i,s,ips and
i.s are stator current of phase a, b and ¢, ¥, ¥ps and V., are
flux linkage of phase a, b and c, respectively.

Figure 1. Three-phase wye-connected permanent-magnet

synchronous motor.

With this equivalent circuit and Kirchoff’s law, a set of differ-
ential equations can be obtained as:

Uabcs = rabcsiabcs + Labcs%iabcs + % [\I’abcs} ’
Uas Taa 0 0 las
Us | = 0 7 O ibs
Uecs 0 0 Tce les
Laa Lba L( a d Z.as (] )
+ Lab Lbb ch % ibs
Lac Lbc Lcc Z.cs
o [ s
+ @ wbs
Yes
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where Loy, = Lya, Lac = Lea, Lve = Lep

These equations describe the relationships between the stator
voltages (Uys, Ups and U.s) with stator current (i, ips and
ics), flux linkage (145, ¥ps and 1.s), and resistance (rqq, oy
and r,. ) for each winding (Lyshevski, Skormin, & Colgren,
2002).

Note that the third term in Eq. (1) can be expanded in terms of
the winding inductance matrix L,;. and magnetic flux link-
age vector U, as (Brown et al., 2009):

‘I’abcs = Labcsiabcs + ‘I’ma

/l)[}(ls Laa O 0 Il:as
Yps | = 0 Ly O Ups
wcs 0 0 LCC Z’CS (2)
Yam
+ | Yom
Yem

where Vqm, Yo and Y., are magnetic flux linkage of phase
a, b and c respectively. Flux linkages at the stator wind-
ings due to the permanent magnets on the rotor are given as
(Brown et al., 2009):

Yam sin(0)
\Ijm = d}bm = 1/)111 sin ( - 2%) (3)
Yem sin (9 + %’r)

where 6 denotes the angle between rotor and stator.

The torque T, can be described by first developing an analyt-
ical expression for the energy stored in the magnetic flux ,,,
given in Eq. (4), in which P is the number of magnetic poles
(Lyshevski et al., 2002).

P (1, . .
Wm = 5 {21£bcsLabcslabcs + IZ:bcs\IJm} (4)

Then the motor torque is computed by taking the derivative of
W, with respect to the rotor position &, which leads to torque
expression (Lyshevski et al., 2002):

P fl.p d(Lapcs), 7 d(Py)
T =1z T 3 abc abes T ] m
e 9 { 21acss do labes + Labes do (5)

2.2, Stator Winding Insulation Fault Model

The primary failure mechanisms for the PMSM includes sta-
tor winding insulation fault, turn-to-phase short circuits and
open circuits. A stator winding insulation fault can result in
a three-phase impedance imbalance in the stator windings,
which will lead to asymmetries in the phase currents, phase
voltage, increased harmonic generation, torque fluctuation,

and some other performance degradations (Chang, Cocquem-
pot, & Christophe, 2003; Penman, Sedding, Lloyd, & Fink,
1994). In this study, we only focus on a single stator winding
insulation fault for PMSM.

Fig. 2 shows a schematic that represents a winding fault for
a single winding, in which L, Rs and U, represent the total
winding inductance, resistance and back-emf voltage of the
winding, N, k and Ry represent the number of total winding
turns, number of winding turns between the fault, and the re-
sistance of the insulation fault, respectively. Note that £k = 0
indicates a normal condition.

o

Figure 2. Schematic of insulation fault model.

The circuit network on the right side of Fig. 2 can be reduced
to a single resistor, inductor and voltage source, as illustrated
below in Fig. 3, by applying the Thevenin circuit transforma-
tion.

Figure 3. Thevenin circuit transformation of the winding fault
model.

With some mathmatical operations, simplified expressions
for R{ , L7, and 111{ can be obtained in terms of L, Ry, 1),

s
and wy gien as.

[RI@®) LI() wi(t) ] ~wpt)[ Ry Ls w ]

where wy is fault index, which is inversely proportional to
the dimension of the stator winding insulation fault and is
expressed as:

-2

(6)
where 0 < wjy < 1.
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It shows that the fault index w; depends on the insulation
fault resistance Ry, stator resistance R, number of effected
turns k, and total number of turns per winding N. Define
the conditional fault indexes for three phases (a, b and c) as
Wq,wy and w.. When the stator winding insulation faults
are injected, the relevant parameters of the PMSM need to be
modified by the conditional fault indexes.

2.3. Feature Selection and Extraction

By combining the subsystems developed in the previous sec-
tion, a complete three phase PMSM model is established in
Simulink as shown in Fig. 4

Changes of stator winding insulation fault
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Figure 5. Simulated phase currents for no fault .
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Figure 4. Advanced 3-phase PM machine model.

The PMSM Simulink model is used to simulate the fault sce-
narios. A stator winding insulation fault is injected to phase
A at the 5th second and continuously simulated with phase
A winding fault index w, decreasing. The changes of stator
winding insulation fault is given as Fig. 5. Figs. 6 and 7
shows the simulation results without and with insulation fault
on phase A winding. From these figures, it is clear that the
phase currents become asymmetric under fault conditions.

With the simulated data shown in Figs. 6 and 7, features or
condition indicators need to be extracted from them to de-
tect and isolate winding faults. This section develops fea-
ture extraction methods from simulated phase current ;4 (¢)
by Hilbert transform to detect asymmetries caused by wind-
ing insulation faults. Here the subscript index 7 refers to the
phase current of the ¢th phase winding and s indicates steady
state.

Hilbert Transform is a convolution between the Hilbert trans-
former 1/(nt) and an original phase current signal i;s(t).
This results in phase shifting from the original phase current
signal i;,(t) by 7/2 radians. The Hilbert transform 7;,(t) of
original signal i;,(t) is defined for all ¢ by (Henrici, 1993),

1
—Phase B current|

Phase B
=1

100

1 2 3 4 5 6 7 8 9 10

“—Phase ‘C current‘

Phase C
=3

1 2 3 4 5 6 7 8 9 10

Timé [sec]

Figure 6. Simulated phase currents for no fault .

Bia(t) = %P [ h it"s_(TT) dr (7)

The Hilbert transform can be used to create an analytic signal
z(t) from a real signal i;(¢),

2(t) = iia(t) + jiis (1) (8)
The signal z(t) can be described as a rotating vector,
Z(t) = A(t)e'=#® 9)

where A(t) is amplitude and o(¢) is the phase, which are
given as,

At) = \Ji5, (1) + 23,(D),
©(t) = arctan(iz(t) /iz(t)].

(10)
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Phase current vs. time
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Figure 7. Simulated phase currents for stator winding insula-
tion fault with fault index w, being decreased.

Then for a real signal 7;5(t) = Ag cos (wot + ), its Hilbert
transform is given as:

iis = Agsin (wot + o) (11
From Egs. (8) and (11), we can see that the analytical signal
z(t)’s amplitude A(t) is a constant and is phase invariant i.e.,

A(t) = Ay (12)
The above analysis shows that for a motor current signal
given in sinusoidal form, when the motor is working under

constant condition, the motor current signal has constant am-

plitude and frequency,

1;5(t) + %is(t)‘ is phase invariant. This
result can be extended to time-varying three phase current sig-
nals to extract features for fault detection. In the case of a mo-
tor operates without fault, |i;5(¢) + ;5 (t)‘ should be phase-

invariant. On the contrary, when the motor operates with a
fault, the amplitude of ’z“ (t) + s (t)‘ will change. There-
fore, we can evaluate the winding turn-to-turn fault dimen-
iis () + 1s(t) ’

In this paper, the standard deviation of the average amplitude
of each phase current (a, b, c) over a finite time interval T,
denoted as i, (¢, T') is used to describe variations in winding
symmetry (Brown et al., 2009).

sion of motor based on the change of

ip(t, T) = stdicap.e {avgte(O,T) iis(t)—&—iis(t)u (13)

With the above analysis, features can be extracted to indicate
the condition of faults. With the simulation signal from Figs.
6 and 7, Fig. 8 shows the feature value for fault-free case
and Fig. 9 shows the feature value when insulation fault is
injected and insulation condition continuously degrades.

Feature Values vs. Time
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Figure 8. Simulated feature values derived from phase cur-
rents with no fault.
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Figure 9. Simulated feature values derived from phase cur-
rents for turn-to-turn winding insulation fault with fault di-
mension being increased.

3. ANOMALY DETECTION AND PROGNOSIS

Kalman filtering is a recursive algorithm that estimates the
true state of a system based on noisy measurements. Kalman
filter (KF) has been used in many applications involving
navigation (Geng & Wang, 2008), online system identifi-
cation (Wu & Smyth, 2007), tracking and fault prognosis
(Mizumoto, Takahashi, Ogata, & Okuno, 2012). EKF is an
extension for nonlinear system dynamics. In EKF, the system
model is linearized around the current state to obtain a priori
state estimate. Then when the measurement becomes avail-
able, it is used to update the prior state estimate to obtain a
posteriori estimation. Mathematically, it is assumed that the
motor winding fault dynamics can be described by the fol-
lowing nonlinear systems.

Tp1 = [ (Th, up) + wi (14)

yr = h(Tg, ug) + v (15)
where Eq. (14) describes the state transition, and Eq. (15) is
the observation model that describes the relationship between
state and measurements. In Eqgs. (14) and (15), wy, and v, are
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noise terms that are assumed to be Gaussian noise, with zero
mean and known covariance matrices () and R respectively.

The process of the EKF algorithm can be divided into two
steps, prediction and update.

Since the fault growth is non-linear process, the Jacobian of
the non-linear functions f(-) and h(+), denoted as F}, and Hy,
respectively, are calculated at each time instant as:

Tk Te=Lp1|k
Hk _ 8h (l’k, uk) (17)
Oy Th=Tpy1|k

The prediction step is to calculate the prior estimate, which
can be described by the following equations:

Trp1ik = f (Zrks uk) + w (18)

Py = FrPy FF + Q (19)

Then, the Kalman gain is calculated as:

1
K1 = PeprHi 1 (Hesr PesieHiy + Riyr)
(20)

The updated state estimate is then obtained as:

Trg1jhr1 = Tpg1p T Krr12k41 (21)

where 21 is the measurement residual, which is given by

Zht1 = Gkt — P (St )i Uk (22)
The last step is to update the covariance estimate,
Potijpr1 = (I — Kpp1Hyy1) Pogae (23)

To implement diagnosis and prognosis based on EKF method,
a set of features generated earlier in Figs. 6 and 7 were used
to develop fault growth model which is given by:

y(t) =yt = 1) +p1- (2t +ps-t77) +w(t) (24
where ¢ is time index, p = [3.2e—5, 8, 1le — 3] are parameters,
w(t) ~ N(0,0.02) is the model noise.

4. EXPERIMENTAL RESULTS USING ARTIFI-
CIAL DATA

In fault diagnosis, data from the first 3 seconds are used to
build the baseline distribution. In this project, false alarm and
confidence of detection are defined as 5% and 90% , respec-
tively. The baseline distribution is shown in Fig. 11(a), and

the fault detection threshold (blue line) can be obtained based
on the baseline pdf and false alarm rate.

When the diagnosis algorithm is conducted, the real-time pdf
will be compared with the baseline pdf. Since the false alarm
rate is set as 5%, if 90% of the real-time pdf is beyond the
fault detection threshold, we can consider that a fault is de-
tected with 5% false alarm rate and 90% confidence. Fig. 10
shows EKF based non-linear estimation.

EKF Based Non-Linear Estimation

Feature Value
o e
> >
T

o
=
T

=
)

—Groud truth
—Simulated data|

0 5 10 15 20 25 30

Time [minutes]

Figure 10. EKF based non-linear estimation.

The prognosis begins when the fault is detected. In this pa-
per, the failure threshold is set to 7, and the posterior fault
state distribution from diagnosis is used as initial condition
of prognosis. In fault prognosis process, the fi.r ¢, which is
the estimated mean value of fault feature is only updated by
previous fic s value. The results of the fault diagnosis and
prognosis algorithm are shown in Fig. 11(b).

Anomaly Detection Distributions

w
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—Real-time pdf
—Fault detection threshold
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(a) Feature value
EKF Based Non-Linear Prediction
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Failure threshold
Confidence interval||
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(b) Time [minutes]

Figure 11. Results of fault diagnosis and prognosis.

To evaluate the accuracy of prognosis, & — A metric is used,
which compares the actual RUL to the predicted RUL with
an « bounds around the actual RUL. Figure 12 shows the
« — A metric with simulated data. o — A metric (Zheng &
Fang, 2015) is applied to evaluate the performance of this
prognostic evaluation as shown in Fig. 12. From Fig. 12, the
prognostic algorithm performs well as its accuracy improves
quickly with time within the 30% bounds.

35
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Alpha-Lambda performance with =0.3
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Figure 12. Alpha-Lambda performance metric using 30% ac-
curacy bounds.

5. CONCLUSION

In this study, EKF is implemented for fault detection and RUL
estimates of PMSM. A PMSM fault model in Simulink envi-
ronment is built with fault injection. The fault model is in-
vestigated in detail with stator winding insulation fault. The
primary fault mode is modeled for early fault detection in the
presence of faults with dimension being increased. Simu-
lation results demonstrate the effectiveness of the proposed
method for PMSM insulation fault diagnosis.
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