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ABSTRACT 

The accurate prediction of flight trajectories is crucial for 

the real-time prognostics of air transportation system. 

However, the computation costs of predictions can be 

expensive or even prohibitive especially for a large number 

of aircrafts in the air traffic system. This study proposes the 

concept of physics-based learning, a hybrid approach based 

on data-driven learning and physical models, as a 

computationally efficient method for the simulation of 

aircraft dynamics. The physics-based learning integrates the 

underlying physics of dynamical systems into learning 

models such as neural networks to reduce the training and 

simulation costs. The application of physics-based learning 

for simulating aircraft dynamics is demonstrated using a 

recently introduced physics-aware network known as the 

deep residual recurrent neural network (DR-RNN) on a 

Boeing 747-100 aircraft. The aircraft dynamics are 

described using a six degrees-of-freedom aircraft model. 

The DR-RNN is first trained using the simulated responses 

of the aircraft and then the trained network is used to predict 

the response of aircraft under arbitrary control inputs and 

disturbances. The results show that the DR-RNN can 

accurately predict aircraft responses and has excellent 

extrapolation capabilities. Moreover, the DR-RNN exhibits 

superior computation efficiency compared with a classical 

numerical method, the fourth-order Runge-kutta method, 

highlighting its suitability in serving as surrogating models 

for aircraft dynamical systems. 

1. INTRODUCTION 

The prediction of aircraft trajectories through the simulation 

of aircraft dynamical systems provides important 

information for the risk assessment of air transportation 

safety. The aircraft dynamical system is governed by the 

equations of motion of the aircraft that can be solved using 

numerical methods. However, the computation costs of 

these operations can be expensive or even prohibitive 

especially for a large number of aircrafts in the air traffic 

system. Therefore, a computationally efficient method is 

needed for the simulation of aircraft dynamical systems.  

Recurrent neural network (RNN) is a class of artificial 

neural networks where units are connected to form a 

directed graph. RNNs have achieved great success in many 

different areas such as language modeling, speech 

recognition, and time series prediction (Hinton et al., 2012; 

Graves, 2013). The general RNN architecture is illustrated 

in Figure 1. RNN uses its internal states (st-1 shown in 

Figure 1) as memories to learn the time dependencies and 

thus it is capable to model the evolution of dynamical 

systems. One of the advantages of RNNs is that the weights 

of the network are shared across all time steps. Therefore, 

the same operations are performed at each step with 

different inputs, which significantly reduces the number of 

parameters during training. In the past, there have been 

applications on using RNNs as surrogate models to simulate 

dynamical systems (Trischler & D’Eleuterio, 2016). 

Nevertheless, a major challenge of using RNNs to simulate 

dynamical systems is the high training costs. This is because 

the learning using most RNNs is purely data-driven, which 

usually requires significant amount of training data and a 

large number of training parameters.  

 
Figure 1. Illustration of the RNN architecture (Britz, 2015) 
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In this study, the concept of physics-based learning is 

proposed. Physics-based learning is a hybrid approach that 

utilizes both the data-driven learning and the underlying 

physics of dynamical systems to achieve more efficient 

learning and prediction. Specifically, the underlying physics 

of the dynamical system is integrated into the learning 

models such as RNNs to provide additional constraints for 

the learning and prediction of dynamical system behaviors. 

By doing so, the physics-based learning method is able to 

greatly reduce the training costs associated with purely data-

driven methods. The trained model can serve as surrogate 

models for aircraft dynamical systems and thus reduce the 

high computation costs of directly solving the system. 

Furthermore, the integration of the physics will enhance the 

extrapolation performances of the learning model. This is 

considered as a desirable feature since the long-term 

responses of dynamical systems under arbitrary inputs are 

often of interest. Recently, a physics-aware RNN 

architecture known as the deep residual RNN (DR-RNN) 

was introduced (Kani & Elsheikh, 2017). The DR-RNN 

formulates an iterative scheme to minimize the residual 

function that is computed using the underlying physics of 

the dynamical system. In this study, the DR-RNN will be 

adopted to handle learning of aircraft dynamics. 

The objective of this study is to introduce the physics-based 

learning for the simulation of aircraft dynamics. The aircraft 

dynamical system is represented as a six degrees of freedom 

(DOFs) model. The derivation of the equations of motion of 

the aircraft is presented. Then, the standard RNN 

architecture is briefly review, which leads to the 

introduction of the DR-RNN as a form of physics-based 

learning. To demonstrate the application, the DR-RNN is 

trained to learn the dynamical behavior of a large transport 

aircraft, the Boeing 747. The trained network is used to 

predict the responses of the aircraft under arbitrary control 

and disturbances, and the computation efficiency of the DR-

RNN for simulating aircraft dynamics is analyzed. 

2. PHYSICS-BASED LEARNING 

2.1. Standard Recurrent Neural Networks 

The standard RNN architecture can be written as 

(Goodfellow et al., 2016): 

  1tanht t t  h Wh Ux b   (1) 

 t t o Vh c   (2) 

where tx  is the input at time instant t;  th  is the internal 

state at time instant t; to  is the output at time instant t ; b 

and c are the biases of the RNN; W, U, and V are the weight 

parameters of the RNN. It can be seen that the current 

internal state is computed using the current input and the 

internal state at the previous time step which serves as the 

memory of the RNN. The parameters of RNN, i.e., 

 θ W,U,V,b,c , are estimated by minimizing the loss 

function. For time series prediction, the loss function can be 

written as: 
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where 
pred

ty  and 
true

ty  are the predicted and true 

responses of the dynamical system at time instant t, 

respectively; T is the number of time steps; N is the number 

of features (number of states of the dynamical system); S is 

the number of training samples. During training, the values 

of RNN parameters are updated using back-propagation 

through time (Werbos, 1990). However, it was found that 

the standard RNN architecture often has difficulties in 

learning long-term dependencies due to the vanishing or 

exploding gradient problem (Pascanu et al., 2013). To 

address this problem, gated RNN architectures such as long 

short-term memory (Hochreiter and Schmidhuber, 1997) 

and gated recurrent unit (Cho et al., 2014) were introduced. 

2.2. Deep Residual Recurrent Neural Networks 

For dynamical systems, the physics is reflected in their 

governing equations whose general form can be written as: 

 ( , )
d

f t
dt


y

y   (4) 

where y is the state of the dynamical system. Traditionally, 

Eq. (4) can be solved either analytically or numerically to 

obtain the response of the dynamical system. For example, 

the state at time instant t+1 can be obtained using the 

implicit Euler method as: 

 1 1( 1, )t t th f t    y y y   (5) 

where h is the time step size. From Eq. (5), a residual 

function can be formulated as: 

 1 1 1( 1, )t t t th f t      r y y y   (6) 

The DR-RNN architecture is designed to iteratively 

minimize the residual function given in Eq. (6) by stacking 

K network layers (Kani & Elsheikh, 2017): 
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where k  is the layer number; 
( )

1

k

tr  is the residual at time 

instant t +1 in the kth layer; the operator  denotes element-

wise multiplication; W, U, and   are the weight parameters 

of the DR-RNN;   is a small number to avoid division by 

zero; and kG is the exponentially decaying squared norm of 

the residual calculated as: 

 
2
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where   and   are the fraction factors and their values are 

often set as 0.1 and 0.9, respectively (Tieleman & Hinton, 

2012). In this study, the DR-RNN is implemented in 

Tensorflow
TM

 and the Adam optimizer (Kingma and Ba, 

2014) is adopted to minimize the loss function given in Eq. 

(3). In this case, 
predy  and truey  are three-dimensional 

tensors with the shape of [N, M, H] where N is the batch 

size; M is the number of time steps; and H is the number of 

states of the dynamical system. In addition, it can be seen 

from Eq. (7) that the DR-RNN is explicit in time with a 

constant computational cost at each time step. 

3. AIRCRAFT DYNAMICS 

3.1. Six DOFs Aircraft Model 

In aircraft dynamics, the aircraft is usually assumed as a 

rigid body and a six DOFs aircraft model shown in Figure 2 

can be adopted to simulate the aircraft behavior. Choosing 

the stability axes as the body axes, the equations of motion 

of the aircraft can be written as: 
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where (X, Y, Z) are the axial, side, and normal forces applied 

to the aircraft, respectively; (L,M,N) are the rolling, 

pitching, and yawing moments applied to the aircraft, 

respectively; (u,v,w) are the linear velocities in the x, y, z 

directions, respectively; (p,q,r) are the roll, pitch and yaw 

rates of the aircraft, respectively;  , ,    are the roll, pitch 

and yaw angles of the aircraft, respectively; (xe, ye, ze) are 

the north, east positions and the negative altitude of the 

aircraft with respect to the earth, respectively; 
xxI , 

yyI , and 

zzI  are the moments of inertial about (x, y, z) axes, 

respectively; 
xzI  is the product of inertial; and [T] is the 

transformation matrix given as: 

cos cos sin sin cos cos sin cos sin cos sin sin

cos sin sin sin sin cos cos cos sin sin sin cos

sin sin cos cos cos

           

           

    

  
 

 
 
  

 

 
Figure 2. Six DOFs aircraft model (Pete, 2010) 

3.2. Small-disturbance Theory 

Eqs. (9) and (10) can be linearized under small perturbations 

to the an equilibrium flight condition (Etkin and Reid 1996). 

In this study, the reference (equilibrium) flight condition is 

assumed to be in longitudinal trim with no angular velocity, 

i.e., 0 0 0 0 0 0v p q r      . The stability axes are 

selected so that lift and drag are aligned with the Z and X 

axes, i.e., 0 0w  . At reference flight condition, the aircraft 

is assumed to have velocity 0u and pitch angle 
0 . Applying 

the above conditions and ignoring high-order terms in Eqs. 

(9) and (10), the longitudinal and lateral motions of the 

aircraft can be decoupled and linearized equations of motion 

can be represented in state space forms as: 

1) For longitudinal motion: 
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2) For lateral motion:  

0 0

0

0

( ) cos( ) 0

0 0

0 0

0 1 tan( ) 0 0

0 0 sec( ) 0 0

apv r

pv r
xz v xz p xz r

x x x

pv r
xz v xz p xz r

z z z

YYY Y
u g

m m m m
v v

LL L
I N I N I Np p

I I I
r r

NN N
I L I L I L

I I I




 

 




 
 

    
              
     
                      
 
  

0 0

0 0

r

a r

a r

a r

a r

xz xz

x x a

r

xz xz

z z

Y

m

L L
I N I N

I I

N N
I L I L

I I



 

 

 

 





 
 
 
 

       
       

  
 
 
  

  (14) 

and  
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where e , th , a , and r are the elevator deflection, 

thrust, aileron deflection, and rudder deflection of the 

aircraft, respectively. In Eqs. (13) and (14), the notation of 

force or moment with a subscript of the aircraft state or 

control input denotes the aerodynamic stability or control 

derivative. For example, 
uX  denotes the derivative of the 

aerodynamic force in the x direction with respect to the 

linear velocity u of the aircraft. The complete state and 

control vectors of the aircraft are expressed as: 

  
T

u w q v p r  x   (15) 

  
T

e th a r     δ   (16) 

4. DEMONSTRATION 

4.1. Aircraft Data 

The application of physics-based learning for simulating 

aircraft dynamics is demonstrated here using a large 

transport aircraft, the Boeing 747-100 (Figure 3). In this 

study, the reference flight condition is set as steady level 

flight at 12,192 m (40,000 ft) and Mach 0.8. The aircraft 

properties and aerodynamic derivatives of the Boeing 747-

100 at the reference flight condition are given in Table 1, 

Table 2 and Table 3. 

 
Figure 3. Boeing 747-100 (Wikipedia, 2018) 
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Table 1. Boeing 747-100 data at reference flight condition 

(Etkin and Reid, 1996). 

                           

                    

                                        

                                         

                            

      

Note: W  is the weight of the aircraft; S is the wing area; b 

is the wing span; c  is the standard mean chord of the wing; 

0u  is the reference flight velocity;   is the air density. 

Table 2. Longitudinal stability and control derivatives of 

Boeing 747-100 at reference flight condition (Etkin and 

Reid, 1996). 

                         

       
     

     
           

      

     

                            
      

     

     

    
             

      

     

 ̇                    
      

     

                 
       

     

      

     

               

Note: th  is a dimensionless number between 0 and 1. 

Table 3. Lateral stability and control derivatives of Boeing 

747-100 at reference flight condition (Etkin and Reid, 

1996). 

                           

       
      

     

      

     

      

     

     

    
  

      

     

      

     

     

    
  

      

     

      

     

          
       

     

       

     

        
       

     

       

     

       

     

4.2. DR-RNN Training 

With the aircraft data given in the previous section, the 

equations of motion can be solved to obtain the aircraft 

responses. In this study, the training data is obtained by 

solving Eqs. (13) and (14) given random initial disturbances 

and specified control inputs. For the longitudinal motion, 

the training control input is given as a one degree elevator 

step function and for the lateral motion, the training control 

input is given as one degree rudder step function. For both 

longitudinal and lateral motions, random initial disturbances 

following a uniform distribution from -0.05 to 0.05 are used 

when generating the training data. Five hundred samples of 

training data for the duration of 10 seconds were generated 

and used to train the DR-RNN. It should be noted that since 

the longitudinal and lateral motions of the aircraft are 

decoupled, two DR-RNNs are used to learn the longitudinal 

and lateral dynamics of the aircraft, respectively. The 

training step sizes for longitudinal and lateral motions are 

0.1 s and 0.05 s, respectively. The training was implemented 

in Tensorflow which calculates the gradients symbolically 

based on the computation graph. Also, it is noted that for the 

training of neural networks, large differences of feature 

scales could cause training difficulties (Ba et al., 2016). 

Therefore, the linear velocities of the aircraft are normalized 

with respect to the reference flight velocity before the 

training and the state vector of the aircraft becomes: 

 

0

T

u
q p r

u
    

 
  
 

x   (17) 

where 0/u u

 

is the normalized velocity in the x direction; 

0tan /w u    is the angle of attack; and

 
0tan /v u     is the sideslip angle. During training, the 

training data is divided into batches with a batch size of 16 

and it was found that using a two-layer DR-RNN can reach 

sufficient accuracy. The loss function for longitudinal and 

lateral motions converged to around 5.5e-8 and 2.2e-5 after 

20 minutes of training on GPU device Nvidia Gefore GTX 

1080. Figure 4 shows the convergence of the loss function 

for the lateral motion of aircraft. 

 
Figure 4. Convergence of loss function for the lateral 

motion (one batch for each iteration) 
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4.3. Prediction using Trained DR-RNN 

The trained DR-RNNs are adopted to predict the responses 

of aircraft under arbitrary disturbances and control inputs. 

For demonstration purposes, a total of five prediction cases 

are considered in this study and the description of these 

cases is given in Table 4: (1) Cases 1 and 2 involve only 

control input and disturbance to the longitudinal motion of 

the aircraft; (2) Cases 3 and 4 involve only control input and 

disturbance to the lateral motion of the aircraft; (3) Case 5 

involves control inputs to both longitudinal and lateral 

motions. The prediction duration is chosen to reflect the 

oscillations of aircraft responses before the system reaches 

the steady state. 

 

Figure 5 shows the predicted responses of the aircraft for 

Cases 2 and 3. It can be observed that the predicted 

responses matched very well with the true responses. Table 

5 gives the prediction errors calculated using Eq. (3) for all 

prediction cases. The small error values suggest that the 

DR-RNN is able to accurately predict the response of 

aircraft under different control inputs and disturbances. 

Furthermore, the prediction results indicate that the DR-

RNN has extrapolation capabilities since: (1) the prediction 

duration is much larger than the training data duration of 10 

s; (2) the control inputs given for the prediction are different 

from those given during training. The good extrapolation 

performances of the DR-RNN are attributed to the 

integration of the underlying physics of the dynamical 

system into the learning model. 

 
(a) 

 

Table 5. Prediction errors of considered cases. 

Case number Prediction error 

Case 1 7.75e-7 

Case 2 3.17e-7 

Case 3 1.42e-4 

Case 4 7.19e-5 

Case 5 2.63e-4 

 

 
(b) 

Figure 5. True and predicted responses of the aircraft using trained DR-RNNs for: (a) Case 2; (b) Case 3. 

Table 4. Description of cases considered for prediction. 

Case 

number 

Initial 

disturbance 

to states 

Control inputs 
Prediction 

duration Elevator Thrust Aileron Rudder 

Case 1  =0.15 rad/s N.A. N.A. N.A. N.A. 800 s 

Case 2 N.A. N.A. 
1/6 step 

input 
N.A. N.A. 800 s 

Case 3 =0.12 rad/s N.A. N.A. N.A. N.A. 200 s 

Case 4 N.A. N.A. N.A. 
1 degree 2-sec 

impulse input 
N.A. 200 s 

Case 5 N.A. 
1 degree 5-sec 

doublet input 

1/4 50-sec 

input 

1 degree 2-sec 

doublet input 

1 degree 2-sec 

impulse input 
800 s 
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For better visualization, the predicted flight trajectory of 

Cases 5 is calculated using Eq. (12) and plotted in Figure 6. 

The accuracy of prediction is confirmed by the good match 

between the simulated and true flight trajectories. In 

addition, in order to test the training robustness of the DR-

RNN, the training was conducted with the Gaussian white 

noise added to the training data where the signal to noise 

ratio of the training data is set as 50. Figure 7 shows the 

comparison between the predicted longitudinal responses 

and training data using the trained network. It can be seen 

that while there exists some errors in the predicted 

responses, the DR-RNN is still able to predict the general 

trend of the responses with sufficient accuracy.  

 
   (a) 

 
  (b) 

 
     (c) 

Figure 6. True and simulated flight trajectories using trained 

DR-RNNs for Case 5: (a) North location; (b) East location; 

(c) Altitude 

 
Figure 7. Prediction results using network trained with noisy 

data 

4.4. Computation Efficiency 

Computation efficiency is a critical index to evaluate the 

performances of surrogate models. In this study, the 

computation efficiency of the DR-RNN is compared with 

that of a classical numerical method, the fourth-order 

Runge-kutta (RK) method. For both methods, the responses 

are obtained using two different time step sizes of 0.05 s and 

0.1 s. Figure 8 plots the responses of the sideslip angle of 

the aircraft obtained using the DR-RNN and the RK method 

for Case 4 along with the true response. It can be seen that 

for both step sizes, the DR-RNN is able to accurately predict 

the time history of the sideslip angle. However, the 

responses obtained using the RK method showed much 

larger errors than those predicted using the DR-RNN. This 

is caused by the numerical instability of the RK method. In 

fact, Figure 8 shows that the response obtained using the 
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RK method tends to gradually converge to the true response 

with smaller step sizes. Nevertheless, for explicit method, a 

very small time step size is sometimes needed in order to 

achieve numerical stability. In practice, a small step size 

would considerably reduce the computation efficiency. 

From this perspective, the DR-RNN can efficiently reduce 

the simulation costs since it is able to use time scales larger 

than those required for numerical stability. 

 
     (a) 

 
     (b) 

Figure 8. Time histories of sideslip angle for different time 

step sizes obtained using the DR-RNN and the RK method: 

(a) step size = 0.1 s; (b) step size = 0.05 s 

In order to better demonstrate the computation efficiency of 

the DR-RNN, one hundred simulations of Case 4 with 

random initial disturbances to the aircraft states were 

conducted on a machine with Intel i7-3770 CPU and 16 GB 

of RAM using both the DR-RNN and the RK method. Table 

6 lists the computation time for both methods as well as the 

average prediction error. The step size of the RK method is 

chosen such that its prediction error is comparable with that 

of the DR-RNN. From Table 5, it can be seen that the 

prediction using the DR-RNN is about 80 times faster than 

that of the RK method with a step size of 0.002 s and about 

30 times faster than that of the RK method with a step size 

of 0.005 s. Also, it can be seen that the DR-RNN has the 

least prediction error among the three cases. Therefore, the 

DR-RNN is considered to be suitable for the surrogate 

modeling of aircraft dynamical systems for its superior 

computation efficiency.  

Table 6. Comparison of computation time and accuracy 

between the DR-RNN and the RK method. 

 

DR-RNN 

(step size 

= 0.1 s) 

RK (step 

size = 

0.002 s) 

RK (step 

size = 

0.005 s) 

Computation 

time (s) 
7.4 605.4 241.1 

Average 

prediction error 
2.60e-4 3.78e-4 5.72e-4 

5. CONCLUSIONS 

In this study, the concept of physics-based learning is 

proposed and introduced to simulate aircraft dynamics. A 

physics-aware RNN known as the deep residual RNN (DR-

RNN) is adopted to learn the aircraft dynamical behavior. 

The trained DR-RNN was used to perform predictions of 

aircraft responses under arbitrary control inputs and state 

disturbances. The prediction results show that the DR-RNN 

has excellent extrapolation capabilities in that: (1) it can 

accurately predict responses of much longer duration than 

that of the training data; (2) it can accurately predict 

responses under control inputs and disturbances different 

from those given during training. The excellent 

extrapolation capabilities of DR-RNN are attributed to the 

integration of the underlying physics of dynamical systems 

into the learning model. Also, it was discovered that the 

DR-RNN is robust in training since it is able to learn the 

aircraft dynamical behavior using training data 

contaminated with noise.  

Furthermore, the DR-RNN demonstrates superior 

computation efficiency compared with a classical numerical 

method, the fourth-order Runge-kutta (RK) method. The 

main reason is that the DR-RNN is able to predict the 

aircraft responses using relatively larger time scales that 

violate the numerical stability conditions. Also, since the 

DR-RNN is explicit in time, the computational cost at each 

time step is fixed. Therefore, the DR-RNN is considered to 

be suitable for the surrogate modeling of dynamical 

systems. In addition, since the gradient information can be 

explicitly obtained through the training process, physics-

based learning can be potentially applied for system 

identifications of dynamical systems, which will be 

investigated in future studies for the diagnostics and 

prognostics of dynamical systems. 

It should be noted that in this study, the learned model is a 

linearized model of the non-linear differential equations, 

made at an initial cruise condition. Future study will focus 
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on simulating the entire flight envelop by using several 

learned models corresponding to different stages of the 

flight. In addition, the performances between traditional 

RNNs (without physics) and DR-RNN will be compared in 

the future work. 
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