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ABSTRACT

This paper introduces a data-driven method for predicting re-
maining cycles to major maintenance events in commercial
jetengines, developed for the PHM North America 2025 Data
Challenge. The method leverages measurement residuals that
capture sensor deviations from expected values after account-
ing for operating conditions with simple linear models. These
residuals serve as interpretable indicators of engine health.
Health indices are constructed for High Pressure Turbine and
High Pressure Compressor visits, while Compressor Water
Wash events are estimated through linear extrapolation.

1. INTRODUCTION

Predicting maintenance events for jet engines is a critical
task in the aviation industry, as timely interventions ensure
both operational safety and cost efficiency (Zio, 2022; Liang,
Knutsen, Vanem, Asgy, & Zhang, 2024). With the increas-
ing availability of high-frequency sensor data from commer-
cial aircraft, data-driven methods have emerged as powerful
tools for fault detection, anomaly identification, and remain-
ing useful life (RUL) estimation (Han, Ellefsen, Li, Holme-
set, & Zhang, 2021; Han, Ellefsen, Li, Asgy, & Zhang, 2021;
Amozegar & Khorasani, 2016; Jiao et al., 2023; Que & Xu,
2019).

Previous research in fault detection and prognostics for
complex machinery, including maritime engines and
turbines(Han, Li, Skulstad, Skjong, & Zhang, 2020; Liang,
Vanem, et al., 2023; Liang, Knutsen, Vanem, Zhang, & AEsgy,
2023; Liang, Vanem, Knutsen, Esgy, & Zhang, 2024), has
demonstrated the effectiveness of using sensor measurements
combined with machine learning techniques. Ensemble
learning methods and gradient boosting techniques have been
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widely used for RUL prediction in industrial systems (Jiao et
al., 2023; Que & Xu, 2019). In aviation, high-fidelity sensor
data captures engine behavior across diverse conditions (Han,
Liang, Vanem, Knutsen, & Zhang, 2024), making it difficult
to distinguish operating effects from true degradation. Prior
work shows that constructing sensor residuals by remov-
ing condition influences improves detection of degradation
trends (Ellefsen et al., 2020; Vanem et al., 2023; Mathew,
Kandukuri, & Omlin, 2024). Using engine-level residu-
als enables more accurate estimation of remaining cycles
to maintenance events, including High Pressure Turbine and
High Pressure Compressor shop visits and Compressor Water
Wash operations.

The PHM North America 2025 Data Challenge focuses on
predicting the cycles of these maintenance events for com-
mercial jet engines. The challenge provides a dataset with
engine metadata, sensor readings, and historical maintenance
records. The goal is to develop models that accurately es-
timate the remaining cycles to HPT, HPC, and WW events
using engine-level measurements. Our approach uses sensor
residuals to construct engine-specific health indicators, which
are then used to predict the remaining cycles for critical main-
tenance events.

2. PROBLEM STATEMENT

The PHM North America 2025 Conference Data Challenge
focuses on predicting key maintenance events for commercial
jet engines using typically available sensor data. The main
objective is to build models to estimate the remaining cycles
to three key events:

* High Pressure Turbine (HPT) Shop Visit.
e High Pressure Compressor (HPC) Shop Visit

¢  HPC Water-Wash (WW)
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2.1. Dataset description

The dataset contains metadata and sensor readings from 12
commercial jet engines, each with up to 15,000 data points
that span 2,001 flights. As is standard in the commercial avi-
ation industry, each flight provides up to eight snapshots cap-
tured at different phases (e.g., takeoff, climb, cruise). A snap-
shot represents the recorded values of multiple sensors under
predefined flight conditions. The dataset is divided by engine:
4 engines for training, 4 for testing, and 4 for validation.

The dataset is organized into three categories: (1) Meta data,
(2) Sensor Data, and (3) Targets. A detailed breakdown of the
training dataset is provided in Table 1.

Table 1. Details of the training dataset.

Id Variables

Meta Data
ESN
Cycles_Since_New
Snapshot
Cumulative_WWs
Cumulative_ HPC_SVs
Cumulative_ HPT_SVs

Sensor Data
Sensed_Altitude
Sensed_Mach
Sensed_Pamb
10  Sensed_Pt2
11  Sensed_TAT
12 Sensed_WFuel
13 Sensed_VAFN
14 Sensed_VBV
15 Sensed_Fan_Speed
16  Sensed_Core_Speed
17  Sensed_T25
18 Sensed_T3
19  Sensed_Ps3
20  Sensed_T45
Targets

2T  Cycles_toWW
22 Cycles_to HPC_SV
23 Cycles_to. HPT_SV
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2.2. Evaluation metrics

To assess prediction performance, a time-weighted error
(TWE) metric is adopted that penalizes over- and under-
predictions asymmetrically and normalizes by the operational
horizon of each target. For each prediction—truth pair (y;, 9;),
the time-weighted error is defined as

TWE(yhgi;aaB) = w(yw:gl) : (gl - yz)2 : 67 (1)

where the weight term is given by

2
T an ifg;, —y; >0
w(yi, §i) = Y ; 2
o i Ai — Yz < O
1+ ay; Y~y

Here, a controls the decay of weights with respect to remain-
ing cycles, and /3 serves as a normalization factor to ensure
comparability across targets with different horizons.

The overall score for each target variable ¢ €
{WW,HPC,HPT} is computed as the mean TWE across
all samples:

N
1
Score; = N ZTWE(yZ(t), ;QZ@; o, B), 3)
i=1

where N is the number of evaluated snapshots.

Finally, the submission score is obtained by averaging the
target-specific scores:

1
Score = 3 (Scoreww + Scorey pc + Scoregpr).  (4)

This formulation ensures that late predictions (i.e., predict-
ing failures to occur later than they actually do) are penalized
more heavily, reflecting the safety-critical nature of mainte-
nance planning in aviation.

3. METHODOLOGY
3.1. Sensor residual construction

Since sensor measurements are influenced not only by the un-
derlying degradation state but also by the operating condi-
tions, it is crucial to separate these two effects. The key idea
is to eliminate the influence of operating conditions so that the
residual signal more directly reflects degradation. To achieve
this, we categorize the sensor measurements into two groups:
operating condition—related and degradation-related. We then
extract the residual by removing the operating-condition ef-
fects using the following formulation:

rq = 54 — f(50) (5)

where s; denotes the degradation-related sensor measure-
ment, s, is the operating condition—related measurement, and
rq 1s the resulting residual. The central assumption is that,
under normal conditions, degradation-related sensors can
be predicted from the operating-condition sensors through a
mapping function f.

Importantly, residual calculation is performed at the engine
level: each engine is treated independently and a distinct
function f is estimated for each one. Rather than relying on a
physics-based model for f, we approximate it with a simple
linear regression model, fi;peqr, fitted to the joint data s,, sq4.
Although this assumption is simplified, we found it to be ef-
fective in practice. We use Mach, Altitude, Pamb, T AT,
VAFN, VBV, Fangpeed, Pt2 as s, and treat the remain-
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ing sensors as degradation-related sg4. Using this separation,
we compute the residual for each sensor in every snapshot.
We observed that the residuals show minimal variation across
snapshots, as shown in Figure 1. To obtain overall results,
we applied a median filter across the snapshots. The resulting
engine-level residuals are presented in Figure 2.
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Figure 1. Engine-level sensor residual for T3 and T45 for
each snapshot.
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Figure 2. Engine-level sensor residual for T3 and T45 after a
median filter.

In Figure 2, it is evident, particularly for 7'3,..s and 7'45,..,,
that the HPT, HPC, and WW events are clearly reflected as
sudden jumps in the residual signals.

3.2. Cycles to HPT estimation

To estimate cycles to HPT, we construct the HPT health index
HIgpr as alinear combination of 73,5 and T45,..,:

T'45ycs (6)

where a7 pr is an engine-specific coefficient determined by
minimizing the deviation from the HPC reference.

HIgpr = —agprT3res —

Figure 3 shows the joint plot of HIpgpr with
Cycles_to_H PT'. The results suggest that, for most engines,
Cycles_to_H PT can be approximated as a linear function of
HIypr, except at high cumulative HPT service for some en-
gines. It should be noted that the mapping between H Iy pr
and C'ycles_to_H PT is also engine-specific.

For the test and validation sets, determining the engine-
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Figure 3. Joint plot of H Iy pr and C'ycles_to_H PT.

specific apgpr and linear mapping from HIpgpr to
Cycles_to.HPT 1is not straightforward due to the short
measurement windows. To address this, we first group the
short-window samples by engine number. Within each short
window, HPC, HPT, and WW events can be clearly identified
from T'3,..;. We then use the HPC event to determine oy pr
for each engine, and use the HPT event to establish the linear
mapping between H Iy pr and Cycles_to_H PT by assum-
ing that the cycles equal zero at the occurrence of the HPT
event.

3.3. Cycles to HPC estimation

Similarly, the HPC health index H Iy pc is formulated as a
linear combination of 7'3,..; and T'45,..,:

Hlgpc = —apgpcT3res — T45,cs (N

where oy pe is an engine-specific coefficient determined by
minimizing the deviation from the HPT reference.

Figure 4 shows the joint plot of HIgpc with
Cycles.to_.HPT. The results suggest that HPC events
cannot be separated from WW events. When the cumulative
HPC service reaches 2, some deviation appears between
HlIgpr and Cyclesto.HPT. Nevertheless, we continue
to apply an engine-specific linear mapping between H g pc
and C'ycles_to_H PC.

Similarly for the test and validation sets, we first group the
short-window samples by engine number and identify HPC,
HPT, and WW events from T'3,., in each short window. We
then use the HPT event to determine o gy pc for each engine,
and use the HPC event to establish the linear mapping be-
tween HIypco and Cycles_to.H PC by assuming that the
cycles equal zero at the occurrence of the HPC event.

When the cumulative HPC service reaches 2, we build a
LightGBM model to classify it and then quantify the gap be-
tween the true service cycle and our linear prediction. We
find that this gap is linearly correlated with both the slope
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Figure 4. Joint plot of H Iy pc and Cycles_to_H PC.

and the intercept of the linear mapping from HIypc to
Cycles_to_H PC, as illustrated in Figure 5.
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Figure 5. Gap predicted by the slope and the intercept of the
linear mapping from H Iy pc to Cycles_to_H PC.

For the test and validation sets, we use the LightGBM model
to classify whether the cumulative HPC service reaches 2. If
at least 30% of the short-window predictions are positive, we
apply a gap correction derived from the slope and intercept.

3.4. Cycles to WW estimation

To estimate the cycles to WW, we rely solely on 745,.5. A
closer examination of 7'45,..s reveals that, once the last WW
event is identified, the timing of the next WW event is gov-
erned by two factors: (1) the slope of T'45,..sincrease, and (2)
the increment of 7'45,..; until the next WW event. Analysis of
the training dataset shows that both factors can be reasonably
approximated as constants.

Figure 6 shows the T'45,..; after removing the effects of HPC,
HPT, and WW events. It can be observed that the residuals
follow an approximately linear trend, which can be captured
by the fitted curve. The slope of the fitted curve is 0.029, in-
dicating that 7'45,..; increases by about 2.9 every 100 cycles
in the absence of HPC, HPT, and WW events.

Figure 6 shows the T'45,..; after removing the effects of HPC
and HPT events. We then extracted the values of T'45,..¢
at each WW event. The results indicate that 7'45,.., at the
WW event points also increases approximately linearly with

Cycles to HPC

T45 s

0 2500 5000 7500 10000 12500 15000 17500 20000

Cycles since new

Figure 6. T'45,.s after removing the effects of HPC, HPT,
and WW events.

the number of WW events. The slope of the fitted curve is
0.029, suggesting that 7'45,..; increases by approximately 21
per WW event in the absence of HPC and HPT events.
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Figure 7. Left: T'45,. after removing the effects of HPC and
HPT. Right: T'45,.., at the WW event points versus cuammu-
lative WWs.

4. RESULTS AND DISCUSSIONS
4.1. Performance

Table 2 and Table 3 summarize the test and final evaluation
results, respectively. Our method ranked 4th in the test set
but dropped to 18th in the final validation set. Notably, this
discrepancy is not unique to our approach: all of the top five
teams in the test set experienced a significant drop in ranking
on the validation set, with large score differences. This sug-
gests that there may be substantial differences between the
test and validation sets.

Table 2. Test Result.

Rank | Team Name | Score
#1 MathWorks 0.3528
#2 WISDOM 1.802
#3 ICDI 13.57
#4 PHHQ 21.17
#5 aeae 23.22
#6 Tookhill 36.28
#7 SAM-IPA-1 37.11
#8 Justin_Boredom | 37.22

From our perspective, we believe that our approach provides
reasonably accurate estimates for HPT and WW events in
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Table 3. Final Validation Result.

an eam Name core
#1 SAM-IPA-1 47.54
#2 Tookhill 48.56
#3 Justin_Boredom | 49.3

#10 acac 8.9
#12 WISDOM 96.46
#13 MathWorks 97.69
#14 SAM-IPA-1 37.11
#15 ICDI 104.1
#18 PHHQ 12877

both the test and validation sets, but is less accurate for HPC
events. The scoring system penalizes over-predictions and
places greater importance on cases with low remaining cy-
cles. Since cycles to HPC can reach up to 12,500, even a
modest over-prediction can result in a large penalty. For ex-
ample, if the true HPC is 500 cycles and the prediction is
1,500, the score for that sample would be 1,333; if the pre-
diction is 2,500, the score jumps to 5,333. Given that there
are only 47 samples in the test and validation sets, a single
outlier can disproportionately affect the overall score.

4.2. Examples

Figure 8 and Figure 9 show examples of applying our ap-
proach to estimate cycles to HPT and HPC, respectively. The
light blue line represents the original estimation, while the
dark blue line shows the estimation after correcting for HPT
or HPC events. The red line represents our final estimation,
with its endpoint on the y-axis corresponding to our predicted
result.

113, 0.00% 108, 0.66%

Figure 8. Examples of estimating cycles to HPT in the vali-
dation set.

Figure 9. Examples of estimating cycles to HPC in the vali-
dation set.
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Figure 10. Examples of estimating cycles to WW in the vali-
dation set.

Figure 10 shows examples of applying our approach to esti-
mate cycles to WW. The green line represents the signal after
correcting for both HPT and HPC events. The red vertical
lines indicate the WW events. The red line, which follows
the trend of the green signal, represents our estimation, with
its endpoint on the x-axis corresponding to the predicted WW
cycle.

5. CONCLUSION

This paper presents a solution for estimating the cycles of jet
engine maintenance events in the PHM North America 2025
Conference Data Challenge. The core idea is to construct
engine-specific sensor residuals that capture the degradation
state while removing the influence of operating conditions.
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