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ABSTRACT 

Services and warranties of large fleets of engineering assets 

is a very profitable business where original equipment 

manufacturers and independent service providers offer 

contracts designed to cover events in day-to-day service as 

well as major maintenance and repairs over the life of the 

asset. Accurate reliability modeling, as a way to understand 

how the complex stochastic interactions between operating 

conditions and component capability define useful life, is key 

for services profitability. The modeling task is daunting as 

factors such as aggressive mission mixes introduced by 

operators, exposure to harsh environment, inadequate 

maintenance, and problems with mass production (bad batch 

of materials) can lead to large discrepancies between 

designed and observed useful lives. This paper is focused on 

how to quantify the impact of infant mortality in fleets of 

industrial assets. A simple numerical experiment is used to 

address the fundamental question: how does number of 

observations and fleet size interact with each other in fleet 

management? The results demonstrate that material 

capability, penetration of bad batch of material in the fleet, 

and commissioning time can drastically influence fleet 

unreliability. Moreover, infant mortality due to 

manufacturing problems/material capability is a 

manifestation of an outlier problem. As a consequence, the 

propensity to observe first failures depend on the actual fleet 

size. Since failure observations are used to build/update the 

reliability models, small fleet operators have to deal with 

large uncertainties when quantifying infant mortality. This 

impacts their ability to make provisions for service and 

maintenance (inventory, labor, loss of productivity, etc.). 

Although the large number of failure observations causes a 

financial burden in large fleet operators, it also allows for 

reduced uncertainty in building/updating the reliability 

models. In turn, this improves their ability to forecast future 

failures and make provisions for service and maintenance. 

1. INTRODUCTION  

Managing fleet reliability of industrial equipment is a very 

profitable business that focuses on services, maintenance and 

warranties. Contracts carefully designed to accommodate 

minor to major maintenance over the life of the asset are 

usually sold by both large original equipment manufacturers 

(the interested reader is referred to GE Aviation 

collaborators, 2017, and Siemens collaborators, 2017 for 

some examples), as well as independent service providers 

(the interested reader is referred to Gemini Energy Services 

collaborators, 2017, and Lufthansa Technik AG 

collaborators, 2017 for some examples). A key capability for 

effective operations and maintenance is reliability modeling, 

as it defines the ability to comprehend hardware degradation 

and predict remaining useful life. This gives to operators the 

chance to make decisions that directly impact their financial 

outcomes through asset performance and availability levels, 

operation safety, etc. 

Modern approaches to reliability modeling of industrial 

equipment take full advantage of physics through the 

understanding of machine design, materials, and 

manufacturing, as well as high-fidelity computational models 

(Bogdanoff and Kozin, 1985; Johnson and Hillberry, 2004; 

Kapur and Pecht, 2014; Rao, 1992; Rausand and Hoyland, 

2004; and Stephens et al. 2000). Despite of all the effort in 

design and quality control, when looking into a large fleet of 

assets (hundreds to thousands of units), it can happen that 

observed machine performance and hardware reliability 

deviate from design intent (Al -Dahidi et al. 2016 and 

Volponi, 2014). Such deviation is usually attributed to one or 

a combination of the following: 

¶ Aggressive missions (duty cycles) and mission mixes 

introduced by operators. 

¶ Problems related to mass production such as a bad batch 

of materials, poor quality control of a specific vendor, 

assembly, etc.  

¶ Exposure to harsh environmental conditions 

(seasonality, corrosives, dust, etc.). 
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¶ Inadequate services and maintenance practices. 

Infant mortality is a major concern among original equipment 

manufacturer and operators of industrial assets.  It always 

increases cost of ownership (maintenance, warranty, 

services, etc.). It can reduce asset performance and 

availability. In addition, it can impose difficulties in meeting 

compliance and regulations standards (as hardware 

degradation can be a lead cause of safety standard 

infringements, elevation of noise and emission levels, etc.). 

This work aims at presenting a probabilistic analysis for 

characterization of emerging fleet issues due to infant 

mortality. We will focus on answering the fundamental 

question: how does fleet size and number of failures interact 

with each other when characterizing an infant mortality 

problem? We answer this question using prognosis, 

uncertainty quantification, reliability and fleet management. 

We use physics-based prognosis as a way to forecast 

remaining useful life through progression of hardware 

distress by fusing design, manufacturing, and services 

information. There is recent debate between data-driven and 

physics-based models for prognosis (not the focus of the 

current work). The interested reader is referred to Baraldi et 

al. (2013) and Dawn et al. (2015) for further discussion. 

When using physics-based approaches, one has to focus on 

quantifying uncertainty in model form, model parameters, 

and data. Jiang et al. (2013) discussed the issue of bias 

correction, with systematic error being corrected by using a 

statistical model for the bias term (e.g., a Gaussian process) 

calibrated with actual experimental data, or through high-

fidelity simulations. Peherstorfer et al. (2017) reviewed 

strategies for handling multifidelity models when performing 

computationally intensive uncertainty quantification. Asher 

et al. (2017) and Coppe et al. (2011) discussed how to 

calibrate important parameters in fatigue crack growth 

applications (initial flaw size and crack growth parameters). 

In real world applications, it is also very common that models 

are updated while data is gathered for a particular 

instantiation (asset of interest). Li et al. (2016) discussed the 

use of dynamic Bayesian networks for model updating with 

observed data (including loads). The updated model was used 

in diagnosis and prognosis of an aircraft digital twin. 

Accurate prognosis models are at the core of fleet 

management. For example, Pattabhiraman et al. (2012) 

discuss how models that are constantly updated using sensors 

installed in aircraft structures can aid in condition-based 

maintenance. Authors showed that scheduled interval-based 

maintenance can be safely avoided depending on model 

predictions, which directly impact cost of ownership. A 

similar outcome is also the target of the work by Ling et al. 

(2017), where information gain theory is used to evaluate the 

usefulness of aircraft component inspection (which helps 

                                                           
*  Al 2024-T3 is commonly used in aircraft fuselage, flaps, 

trim tabs, servo tabs and control surfaces. 

deciding whether inspection is worthwhile or not). A 

dynamic Bayesian network tracks and forecasts fatigue crack 

growth and the detection of a crack is modeled through 

probability of detection. Information gain per cost of 

inspection is used to identify the optimal option for the next 

inspection in the future. Haddad et al. (2011) and Haddad et 

al. (2012) discussed a cost-benefit-risk approach to manage 

the actions to be taken following a prognostic model. The 

discussion included important aspects such as overall 

maintenance (cost of unscheduled maintenance, collateral 

damage during repair, fault isolation), shortening of 

remaining useful life, spare parts management, etc.. 

Applications discussed included electronic systems in 

commercial aircraft and gearbox maintenance in wind farms. 

The remaining of the paper is organized as follows. Section 

2 describes the case study that will illustrate the issue of 

infant mortality in fleet reliability. Section 3 presents and 

discusses the numerical results. Finally, section 4 closes the 

paper recapitulating salient points and presenting concluding 

remarks and future work. 

2. CASE STUDY: INFANT MORTALITY IN  A FLEET OF ASSETS 

DUE TO BAD BATCH OF MATERIALS  

We use a simple numerical experiment to study how fleet size 

and number of failures impact the characterization of infant 

mortality in fleets of assets. We consider a component made 

out of the Al 2024-T3 alloy* subjected to alternating loads 

and assume that initiation cycles dominate fatigue life. This 

hypothetical component can be mission critical  (its failure 

does not affect directly safety of asset operation). We use 

readily available S-N curves commonly found in material 

handbooks (MMPDS collaborators, 2017) to model low cycle 

fatigue life at different average and alternating stress levels. 

Then, we mimic problems with manufacturing (bad batch of 

materials) by degrading the S-N curves. We designed two 

missions and two mission mixes to emulate variation due to 

customer behavior. Finally, we simulate different fleet sizes 

to understand how failure observations affect overall fleet 

reliability and detection of emerging issues. 

2.1. Damage accumulation at the component level 

We used the readily available S-N curves illustrated in Figure 

1 and the following suggested fatigue life model as a function 

of equivalent stress (MMPDS collaborators, 2017): 

ὔ ͯ ὰέὫὔέὶάὥὰ‘ ȟ „  

‘ —ÌÏÇὛ — — 

Ὓ Ὓ ρ ς Ὓ Ὓ  

— σȢσσ, — ρςȢσ, —  ωȢς, — πȢφψ 
— „  πȢψω 

(1) 
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where: 

¶ ὔ is the fatigue life, 

¶ ‘  and „  are the parameters of the fatigue life 

lognormal distribution, 

¶ Ὓ  is the equivalent stress of a given load cycle, 

¶ Ὓ  and Ὓ  are the mean and maximum stress of a 

given load cycle, and 

¶ — to — are calibration parameters. 

 

Figure 1. S-N curves for the Al 2024-T3 alloy. 

 

Damage is accumulated following Palmgren-Minerôs rule 

Ὀ ВЎὨ В , (2) 

where: 

¶ Ὀ is the damage accumulated throughout the life of the 

component 

¶ ЎὨ is the damage accumulated by running ὲ cycles at 

the ith load level 

¶ ὲ is the number of cycles run at the ith load level 

(uniquely defined by mean and maximum stress). 

¶ ὔ  is the fatigue life at the ith load level, and 

¶ the threshold for end of life is Ὠ ρ. 

Since fatigue life ὔ  follows a lognormal distribution, Ὀ is 

a random variable with no closed-form expression for its 

probability density function. However, considering that all 

ЎὨ have the same variance, then, Ὀ can be approximated by 

Ὀ ͯ ὰέὫὔέὶάὥὰ‘ȟ „ , 

„ ÌÎὩ ρ
В Ў

В Ў
ρ, 

‘ ÌÎВὩЎ , and 

(3) 

ЎὨ ͯ ὰέὫὔέὶάὥὰ‘ ÌÎ ὲ ȟ „  (4) 

Since damage is accumulated after each mission, for a given 

component, the number of missions to failure (MTF) is a 

random variable with cumulative density function defined by  

Ὂ ὓὝὊ ά 0ÒὈ ρȟ where Ὀ is the 

damage accumulated up to ά missions. This implies that 

component reliability Ὑά  and unreliability ὗά  at 

mission ά are given by 

Ὑά ρ 0ÒὈ ρ ȟ and 

ὗά ρ Ὑά 0ÒὈ ρ. 
(5) 

We designed the two missions shown in Figure 2 and two 

mission mixes detailed in Table 1. At any given mission, the 

load history can be modeled with the mission index ὓ , 

which follows a Bernoulli distribution with probability —: 

ὒὌ
ὓὭίίὭέὲ ρȟὭὪ ὓ ρ 
ὓὭίίὭέὲ ςȟ ὭὪ ὓ ς

, 

ὓ ὄͯὩὶὲέόὰὰὭὯ ὓ ȟὴ — , and 

Ὢ ὓ ȟ—
—ȟ Ὢέὶ ὓ ρ 
ρ —ȟ Ὢέὶ ὓ ς

, 

(6) 

where: 

¶ ὒὌ  is the load history for mission ά, 

¶ ὓ  is index that defines which mission to assign, 

¶ Ὢ ὓ ȟ—  is the probability mass function for the 

Bernoulli variable ὓ  with probability —, and 

¶ — is a calibration parameter 

This way, when variations due to both loads in the form of 

mission mixes, and material capability (spread in S-N curves) 

are considered, the distribution of fatigue life is illustrated in 

Figure 3. 

We emulate debit in material capability by shifting S-N 

curves to the left (i.e., for the same stress level, the material 

has a shorter fatigue life as compared to the nominal 

material). This way, we model relatively the large deviation 

caused by problems during manufacturing (such as problems 

in surface treatment and/or microstructure). In other words 

Ὀ  ͯ ὰέὫὔέὶάὥὰρ — ‘ȟ „  (7) 

where — is a calibration parameter (defining the debit in 

material capability). 

Figure 4 illustrates the effects of considered material 

capability debit on the fatigue life distribution for the 

aggressive mission mix. 
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Figure 2. Alternating stress levels (Ὓ  to Ὓ ) for the 

two designed missions. At the end of each mission, the 

accumulated damage is distributed around ςȢφσρπ 

and around φȢυυρπ for mission 1 and 2, 

respectively. The 50th percentile of fatigue life is 

approximately 3,800 and 15,260 missions for missions #1 

and #2, respectively. 

 

Table 1. Mission mix formulation. Every asset in the fleet is 

expected to operate at or between, or even alternating 

between, aggressive and mild mission mixes. 

 Aggressive Mild  

Mission 1 50% 85% 

Mission 2 50% 15% 

υπ prctl ὔ 9230 13360 

 

 

 
Figure 3. Fatigue life distribution in terms of missions to 

failure considering both load (mission mix) and material 

capability variations (spread in SN curve). Mission 1 

(aggressive) and mission 2 (mild) bound the life 

distributions for the any mission mix. 

 

 
Figure 4. Fatigue life distribution for aggressive mission 

mix and different levels of material capability. At the 

highest debit considered (20%), the median of missions 

to failure can be reduced from 9230 to 860 missions. 

 

2.2. Fleet commissioning, reliability , and failure 

observations 

Large fleets of assets are usually commissioned over a period 

of time (as production follows a backlog of orders, 

commissioning ramps up for a while before it starts to 

decline). Commissioning schedule determines the number of 

units running (and as a consequence, it impacts the number 

of failure observations). In this study, we arbitrarily model 

commissioning time through a truncated Gaussian 

distribution (as illustrated by Figure 5). In real life, this 

distribution is first estimated based on market analysis and 

can be updated as units are sold and commissioned. Different 

commissioning time makes the units across the fleet to have 

different accumulated service lives (and damage, as a 

consequence).  
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Figure 5. Commissioned units over time. In reality, 

commissioning is controlled by backlog of orders; here, 

we assume commissioning time after product launch 

Ὕ ͯὔ‘ τȢυȟ„ ςȢφςυ and π Ὕ χ (which 

implies in fleet size of 10,000 units at year 10). 

 

After commissioning, we assume that each unit runs one 

mission per day. Integration of asset unreliability, for pristine 

and material with debit in capability, up to fleet reliability is 

straightforward: 

ὗ
В

, and 

ὗ
В

, 

(8) 

where: 

¶ ὗ  and ὗ  are the fleet unreliability 

considering nominal material capability and material 

with certain capability debit, respectively, both at time ὸ. 

¶ ὗ  and ὗ  are the unreliability of 

component Ὥ assuming it is made of pristine material and 

material with certain capability debit, respectively, both 

at time ὸ. ὗ  and ὗ  only start being 

computed if the unit is already commissioned (otherwise 

both are null). 

¶ ὔ  is the final fleet size. 

As consequence, at time ὸ, fleet unreliability  ὗ  is: 

ὗ — ὗ ρ — ὗ , (9) 

where —  is a calibration parameter that defines the 

penetration of units in the fleet (in terms of fraction of the 

fleet) made of material with a certain debit level in capability. 

With fleet unreliability we can predict number of failures at 

any year after product launch by using the binomial 

distribution to model number of failures: 

Ὢ ὲ ὔ Ƞ ὴ ὗ ȟὔ ὔ
ὔ
ὔ

ὗ ρ ὗ , 
(10) 

where: 

¶ Ὢ Ȣ is the probability density function of the 

binomial distribution, 

¶ ὔ  is the number of observed failures at year ώ, 

¶ ὗ  is the fleet unreliability at year ώ, and 

¶ ὔ  is the fleet size at year ώ. 

Conversely, given a number of observed failures, we can 

estimate the calibration parameters through the Bayes rule: 

Ὢ Ᵽ ȿ ὔ ȟὔ ᶿ

Ὢ ὔ  ȿ ὗ  ȟὔ  Ὢ Ᵽ, 

(11) 

where ὗ  is a function of Ᵽ. We write the posterior in its 

proportional form as it is the way it is implemented in most 

numerical integration methods (such as Markov chain Monte 

Carlo). Also, computing the binomial coefficient 
ὔ
ὔ

 is 

not necessary when estimating fleet unreliability given a 

number of failures for a fleet. This is usually cumbersome 

and can cause numerical ill -conditioning depending on ὔ  

and ὔ . 

2.3. Fleet management 

We build the fleet management model out of two Bayesian 

networks, one for the asset reliability and another one for the 

fleet unreliability. Figure 6 shows the asset-specific dynamic 

Bayesian network that relates material properties and loads 

with damage accumulation. LH stands for load history, Ὓ  is 

the equivalent stress of a given load cycle, ‘  and „  are 

parameters of the fatigue life lognormal distribution, ЎὨ  is 

the damage accumulated after running through ὒὌ , and 

Ὀ  is the damage accumulated up to ὸ. The full-blown 

model has seven calibration parameters — to —. Here, we 

freeze — to — (parameters defining material properties) to 

the values given by the MMPDS, as shown in Eq. (1). — 

(parameter defining the mission mix) will also be fixed at the 

values shown in Table 1. — , which defines the debit in 

material capability, will be calibrated with failure 

observations (as discussed in Section 3). 
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Figure 6. Asset-specific dynamic Bayesian network. 

Superscripts ὸ ς, ὸ ρ, and ὸ indicate the time 

stamps in which inference/estimation is performed. Load 

histories for missions 1 and 2 are defined in Figure 2. 

 

Figure 7 shows the fleet dynamic Bayesian 

networks. ╓ȣ  and ╓ȣ  are the 

vectors of damage accumulated up to ὸ for the ὔ  assets 

in the fleet with and without debit in material capabilities, 

respectively. ╠ȣ  and ╠ȣ  are the 

vectors of unreliability at time ὸ. ὗ  and ὗ  

represent fleet unreliability at time ὸ. — is the fraction of the 

fleet made of material with a certain debit level in capability. 

One more calibration parameter is added to the list. — , 

penetration of material with low capability, will also be 

calibrated with failure observations. Both dynamic Bayesian 

network models are used to make inference about — and —, 

as well as estimate and forecast fleet unreliability ὗ . 

With estimated/forecasted fleet unreliability ὗ , one can 

model, estimate/forecast ὔ , the number of failures at time 

ὸ, through a binomial distribution 

ὔ ὄͯὭὲὗ ȟὔ , (12) 

In this contribution, we study the effects of fleet sizes in the 

ability to forecast the number of failures and its implication 

to fleet management. From Eqs. (11) and (12), it is expected 

that inference performed with data from small fleets will 

result in large uncertainty about the calibration parameters. 

This is problematic as the calibration parameters are then 

used to estimate and forecast the number of future failures. 

Large uncertainty in number of future failures drive 

conservativeness in the way operators manage their fleets. On 

the other hand, large operators, large services and 

maintenance companies, and original equipment 

manufacturer tend to observe a large number of failures and 

should be able to benefit from it in terms of uncertainty 

quantification. Regardless of the fleet size, effective fleet 

management asks for continuous model update as new 

information is made available throughout service lives 

(including revisiting the assumptions about model form, 

failure modes, etc.). 

 

Figure 7. Fleet dynamic Bayesian networks. Superscripts ὸ ρ, and ὸ indicate the time stamps in which 

inference/estimation is performed. Figure 6 illustrates the dynamic Bayesian network that models damage accumulation at 

the asset level. 
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The estimated number of failures can be used to build a risk 

metric associated with the forecast. One very straightforward 

measure of risk is the uncertainty about the forecasted 

number of failures (i.e., companies have to be prepared to 

absorb that variation from a financial perspective). There are 

a number of ways to quantify variation in number of failures. 

One can simply use the standard deviation, which might not 

be convenient given the asymmetric nature of the ὔ  

estimator. Alternatively, risk can be defined as the difference 

between the 97.5 and 2.5 percentiles of the forecasted number 

of failures. Small operators can use this range to support the 

decision to either self-perform or buy a contractual service 

agreement from a third party company. Small operators tend 

to have difficulties in absorbing large variations in forecasted 

number of failures due to liability associated with it (both in 

terms of inventory, labor, etc., as well as in terms of loss of 

revenue). This can make small operators to be over zealous 

and perform excessive inspection and services in the hope to 

prevent costly maintenance or catch serious problems when 

units are still under manufacturer warranty (minimizing 

impact of unscheduled removals and cost of 

repairs/replacements). For large fleet operators, the problem 

shifts from unexpected downtime to excessive number of 

costly maintenance and contractual obligations regarding 

availability and reliability. 

We compare results from a small and a large fleet to mimic 

the small operator vs large service provider dynamic. For this 

portion of the case study, we assume that the large service 

provider is more likely to provide an unbiased and accurate 

estimation of the number of failures. If that is the case, the 

difference in forecasted number of failures can help us judge 

whether self-performing is a good decision or not. 

Mathematically 

ὙὍὛὑὔ ͽ ὔ ͽ  (13) 

where ὔ ͽ  and ὔ ͽ  are the 

estimated/forecasted number of failures on the small fleet 

coming from the large service provider and the small fleet 

operator models, respectively. 

ὙὍὛὑ becomes an indicator of whether the small fleet 

operator is likely to save or lose money by self-performing 

services and maintenance: 

¶ ὙὍὛὑπ: small operator over predicts failures, which 

drives allocation of more resources than needed. In other 

words, the behavior is conservative and it translates in 

savings due to avoided unscheduled maintenance, 

reduced downtime, etc. 

¶ ὙὍὛὑπ: small operator under predicts failures, which 

drive allocation of less resources than needed (operator 

loses money due to unscheduled maintenance, 

downtime, etc). 

Again, this assumes that ὔ ͽ  is an accurate estimator 

of ὔ . Although ὔ  can be obtained in this numerical 

example (through Eq. (12) since fleet reliability for known 

loads can be obtained at any point in time), we avoid using it 

as it is not available in real life though. 

3. RESULTS AND DISCUSSIONS 

In order to evaluate the effect of fleet size in number of failure 

observations, we defined two distinct fleets: 

¶ a large fleet of 10,000 units: emulating an original 

equipment manufacturer or a large service provider, and 

¶ a small fleet of 1,000 units:  emulating a small fleet 

operator. This units come from the larger 10,000 unit 

fleet, which also means that the large fleet operator has 

visibility into what happens with this small fleet. 

Both fleets are plagued with a material debit level of 15%. 

However, to make things more interesting, we distributed the 

failures across the fleet such that the small fleet operator has 

a penetration of 20% of units plagued with material of 

inferior capability (i.e., 200 out of 1,000 units are plagued), 

while the larger fleet has an overall 10% penetration (i.e., 

1,000 out of 10,000 units are plagued). The implications in 

fatigue life distribution are shown in Figure 8. 

As discussed in section 2.2, commissioning has an effect on 

fleet unreliability as the fleet grows bigger with asynchronous 

aging. As an illustration, Figure 9 shows a comparison 

between fleet unreliability over time with and without the 

effect of commissioning. The drastic reduction in 

unreliability values result in a delay in rising failures 

observations. Most industrial engineering assets (focus of this 

paper) are commissioned over a period of time. In the 

reminder of this section, we will discuss the results 

following commissioning detailed in section 2.2. The 

interested reader can find the case of simultaneous 

commissioning of the entire fleet in the appendix. 

With the fleet unreliability over time, we can forecast the 

number of failure. Figure 10 highlights the contribution of 

each subpopulation by material type (pristine and with debit 

in capability) in the resulting failure observations. Besides the 

obvious penetration of material with poor capability (10% 

versus 20% for the large and small fleet, respectively), 

commissioning also affects the relative contribution of each 

material to the number of failures. Early on, most failures 

come from components plagued by material with poor 

capability. Over time, the unreliability for pristine material 

increases (see Figure 9), and the relative contribution of each 

population starts to change. Around the 3rd year after the 

product launch, at least for the large fleet, failures are 

dominantly coming from components made out of pristine 

material (although contribution from subpopulation with 

plagued material is still substantial). 
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(a) Impact of material debit in fatigue life when entire 

fleet is plagued. 

 

(b) Pristine (expected) and actual (large and small) fleet 

unreliability at aggressive mission mix. 

Figure 8. Fleet characterization of fatigue life distribution 

(without the effects of commissioning). Load history is 

exclusively coming from aggressive mission mix. There is 

considerable shift in fatigue life if the entire fleet is plagued 

with material of poor capability. Nevertheless, given the 

10% and 20% penetration levels for the large and small 

fleet, respectively, the effect mostly manifested in the lower 

tail of fatigue life distribution. 

 

At the 3rd year after product launch, we assume the following 

number of failure observations: 

¶ Small fleet: 17 failures (lower tail of predicted number 

of failures). 

¶ Large fleet: 127 failures (roughly 50th percentile of 

predicted number of failures). Obviously, the small fleet 

failures are contained in this set. 

We use these failure observations and fleet unreliability 

(from known load histories) to calibrate: 

¶ — : debit in material capability with uniform prior 

between 1% to 30%, and 

—: penetration of units with poor material capability in the 

fleet with uniform prior between 0.01% and 20%. 

 

 

Figure 9. Commissioning effect in overall fleet unreliability. 

Asynchronous fleet aging is manifested in delayed increase 

in fleet unreliability, which delays failure observations. 

 

 
(a) Small fleet. 

 
(b) Large fleet. 

Figure 10. Estimated number of failure in each fleet. Error 

bars represent the 95% prediction intervals. Two factors 

contribute to the breakdown of failure observations. First, 

the asynchronous aging due to commissioning, and second 

the difference in penetration of material with poor 

capability. In the small fleet, 20% of units are plagued as 

opposed to only 10% in the large fleet. 
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Figure 11 and Figure 12 detail the calibration results with 

regards to both calibration parameters and estimated number 

of failures for the small and large fleets, respectively. Even 

for small fleet operator, there is considerable uncertainty 

reduction and failure estimates are much improved as 

compared with non-informative priors. 

 

(a) Prior distribution of number of failures. 

 

(b) Posterior distribution of calibration parameters. 

 

(c) Posterior distribution of number of failures. 

Figure 11. Calibration results for the small fleet. Failure 

observations at the 3rd year after product launch and 

uniform priors feed the Bayesian update. 

 
(a) Prior distribution of number of failures. 

 
(b) Posterior distribution of calibration parameters. 

 
(c) Posterior distribution of number of failures. 

Figure 12. Calibration results for the large fleet. Failure 

observations at the 3rd year after product launch and 

uniform priors feed the Bayesian update. 

 

As we mentioned before, the large fleet operator has full 

visibility into what happens with the small fleet. In this 

numerical example, the relative number of failure with 

respect to the fleet size can be used to map the posterior 

distribution of number of failures at the large fleet into the 

small fleet, as illustrated by Figure 13. Table 2 summarizes 

the estimates regarding the number of failure. 
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The models with updated calibration parameters can be used 

to forecast the number of failures over time. Figure 14 shows 

how these forecasted values look like for the small fleet. The 

uncertainty in posterior distribution of calibration parameters 

for the small fleet model, Figure 11-(b), is larger than the one 

for the large fleet model, Figure 12-(b). The result is the 

larger uncertainty that the small fleet model exhibits when 

compared to the large fleet model. 

 
Figure 13. Posterior distribution of number of failures at the 

3rd year after product launch for small fleet as estimated by 

the large fleet operator. When compared to Figure 11-(c), 

the uncertainty in Figure 13 is much smaller and clearly 

attributed to the much richer information available at the 

large fleet level.  

 

Table 2. Estimates for number of failures at the 3rd year after 

product launch for small fleet coming from updated models. 

Small fleet observed 17 failures. 

Model 
Percentile 

2.5 50 97.5 

Small fleet 4 14 30 

Large fleet 11 16 22 

     

Once the infant mortality issue is quantified, operators 

undergo a number of risk mitigation actions to reduce costs 

associated with unscheduled maintenance, asset 

unavailability, etc. Since this numerical example explores 

failure mode due to a manufacturing problem, it is hard to 

identify the problem at an asset level purely by looking at 

operation (i.e., through sensors and performance). A massive 

fleet-wide inspection can be considered, but it can be costly 

due to fleet size and associated downtime. Another option is 

to recommission the fleet by changing the mission mix to a 

mild one. This can also be costly, as mild mission mixes are 

usually associated with some loss in performance or 

productivity. In this study, we show results for 

recommissioning and leave the investigation of inspection 

and maintenance for future work. 

 

 

Figure 14. Forecasted number of failures for the small fleet 

as estimated by both small and large fleet models. Error bars 

represent the 95% prediction intervals. Expected 

observations represent the expected number of failures when 

debit and penetration assume actual (unknown) values of 

15% and 20%. At the 3rd year, both models are unbiased. 

Over time, the small fleet model develop ever increasing 

uncertainties and the large fleet model becomes biased. 

 

Figure 15 illustrates the estimated/forecasted fleet 

unreliability and forecasted number of failures over time for 

the small fleet. Figure 15-(a) shows that after the entire small 

fleet is recommissioned from the aggressive to the mild 

mission mix, the estimated fleet unreliability with the 

updated model falls between the estimates for the entirely 

pristine fleet and the actual fleet composition both operating 

at the aggressive mission mix. This means that although there 

is significant improvement in unreliability, the levels are still 

above design intent. Interestingly, the distribution in 

forecasted fleet unreliability might still be useful for 

estimating number of failures. Figure 15-(b) shows the 

forecasted number failures coming out of the unreliability 

estimates of Figure 15-(a). The aggressive mission mix and 

pristine material represents the design intent. The estimated 

penetration and material debit represent the forecasts if the 

fleet keeps operating at the aggressive mission mix. Visual 

comparison between the two cases makes it clear that the 

number of failures could be potentially much larger than what 

was intended. Recommissioning the fleet knocks down the 

number of failures and make the prediction interval overlap 

with the one from the design intent.  
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(a) Small fleet unreliability after recommissioning. 

 

(b) Small fleet forecasted number of failures. 

Figure 15. Small fleet recommissioning. Recommissioning 

curves show the 50th percentile and the 95% prediction 

interval. Error bars represent the 95% prediction intervals. 

Although uncertainty in fleet unreliability is large, 

recommissioning makes the forecasted number of failures to 

overlap with design intent (cyan versus blue error bars). 

 

As expected, Figure 16 shows that recommissioning as a risk 

mitigation measure is much more effective at the large fleet 

level. Coincidently, the fleet unreliability after 

recommissioning converges to design intent. Obviously, it 

comes at the cost of a mild mission mix (which, again, could 

imply in reduced performance). Figure 16-(a) shows 

uncertainty levels in fleet unreliability after recommissioning 

are much smaller than those shown in Figure 15-(b). This has 

direct implications in the forecasted number of failures, as 

illustrated Figure 16-(b), to the point that there is good 

overlap between estimated and intended error bars. 

 

 

(a) Large fleet unreliability after recommissioning. 

 

(b) Large fleet failure observations intervals. 

Figure 16. Large fleet recommissioning. Recommissioning 

curves show the 50th percentile and the 95% prediction 

interval. Error bars represent the 95% prediction intervals. 

Small uncertainty in fleet unreliability implies in great 

agreement between forecasted number of failures and design 

intent (cyan versus blue error bars). 

 

Besides recommissioning, the small fleet operator can also 

consider contracting out services and maintenance from a 

large service provider as a way to reduce financial exposure 

due to upcoming high number of failures. In real life, it is 

difficult  to forecast the costs associated with such option, as 

the small operator does not know the outcomes of the large 

fleet operator model (and model form, assumptions, etc. also 

tend to be unknown). Nevertheless, we can study that in this 

synthetic example. Figure 17 shows the forecasted risk for the 

small fleet, as defined by Eq. (13). The small operator is 

likely to lose money by self-performing services and 

maintenance when the risk is negative (since unbiased 

predictions from large operator tend to be larger than the ones 

from the small operator). Conversely, the operator saves 

money by self-performing when risk is positive. Figure 17-
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(a) and (b) show the forecasted risk before and after fleet 

recommissioning, respectively. Although the median risk is 

relatively small up to the 5th or 8th year, depending on 

recommissioning, the uncertainty about it tends to be large 

and continuously increasing. 

 

(a) Before recommissioning. 

 

(b) After recommissioning. 

Figure 17. Risk associated with self-performing 

maintenance (as opposed to buying a contract from large 

fleet operator) for small fleet. Continuous and dotted lines 

represent the median and 95% prediction intervals, 

respectively. Risk is defined by Eq. (13). When risk is 

positive, the small operator is likely to save money by self-

performing maintenance. When risk is negative, operator is 

likely to lose money by self-performing maintenance. 

 

Another way of looking at the risk associated with self-

performing maintenance is through the probability of reward 

and loss. With risk defined by Eq.(13), there are three things 

to keep in mind: (1) when risk is positive, the small operator 

saves money by self-performing services and maintenance, 

(2) conversely, when risk is negative loss of money is more 

likely; and finally, (3) unbiased number of failure estimates 

imply that the expected value of risk is zero. 

With that in mind, Figure 18-(a) shows that self-performing 

is reasonable in the short term. For how long it is a reasonable 

option really depends on the operator attitude towards risk. If 

a threshold of ὖὶέὦὙὍὛὑπ πȢτ is imposed, then the 

small operator could sustain the aggressive mission mix until 

almost the end of the 4th year (without having to buy a 

services and maintenance contract). If the operator decides to 

recommission the fleet at the third year; then, with the 

ὖὶέὦὙὍὛὑπ πȢτ  threshold, self-performing is 

reasonable until the 7th year. 

Now, let us assume that the small operator is willing to accept 

the risk of under estimating failure of 10 units. Then, Figure 

18-(b) shows the probability that the operator will have to pay 

for extra 10 units (unplanned failures). If a threshold of 

ὖὶέὦὙὍὛὑ ρπ πȢς is imposed, then the small 

operator could sustain the aggressive mission mix until the 

middle of the 4th year (without having to buy a services and 

maintenance contract). Switching to a mild mission mix early 

on, extends that window to the middle of the 5th year. 

4. CONCLUSIONS AND FUTURE WORK  

In this work, we studied early life failures as applied to fleet 

management. Depending on the scale of the problem, early 

failures can have significant impact in safety, availability, 

and operational profit of industrial equipment. We designed 

a simple numerical experiment where: 

¶ debit in material capability is used to characterize infant 

mortality, and 

¶ fleet commissioning is a function of time. 

We have studied: 

¶ The effect of debit in material capability: we learned that 

it can dramatically impact fleet unreliability.  

¶ Fleet commissioning distributed over time: we learned 

how it can retard the overall increase in fleet 

unreliability.  

¶ The role of fleet size in the number of observed failures: 

we verified that observing early life failures in smaller 

fleets is hard (due to the actual number of potentially 

affected units). We also found that characterizing the 

extent of poor material quality is challenging (even in 

larger fleets). 

 




