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ABSTRACT 

The condition monitoring and health status prediction of a 

fleet of wind turbines are essential for the safety of wind 

turbines. At present, the Supervisory Control And Data 

Acquisition (SCADA) system has been widely used in wind 

turbines, which can monitor and collect various physical 

information and sensor information of wind turbines in real-

time. Due to the fact that the amount of data obtained by 

SCADA systems is extremely large, developing an intelligent 

decision-making system based on deep learning is a very 

valuable research. Therefore, this paper is committed to 

exploring a health status prediction algorithm of wind 

turbines based on deep learning and SCADA systems. 

However, yet in actual industrial applications, it is very time-

consuming and expensive to obtain a large amount of labeled 

data. In addition, as failures rarely occur, there is a serious 

sample imbalance problem in the datasets. More importantly, 

due to the difference in working environment and physical 

parameter setting, there are significant differences in the 

feature distribution of different wind turbines data, which 

leads to a significant drop in the performance of the deep 

learning model on unknown wind turbines. 

Therefore, an unsupervised transfer learning algorithm based 

on Generative Adversarial Networks for wind turbine health 

status prediction (WT-GAN) is proposed. WT-GAN can not 

only remove the domain shift between wind turbines, but also 

it is an unsupervised learning method. This means that only 

the unlabeled data for the target domain is required, which 

solves the problem of labeling data. In order to evaluate the 

effectiveness of WT-GAN on the condition monitoring of a 

fleet of wind turbines, this method is applied to one dataset 

about blade icing detection of wind turbines. The 

experimental results prove that the proposed method can 

predict the health status of the wind turbine well. In addition, 

it can significantly reduce the domain shift among different 

wind turbines, thereby achieving excellent performance on 

unknown wind turbines. 

1. INTRODUCTION 

As a kind of renewable energy, wind energy has been valued 

by countries all over the world. In the past few decades, the 

installation capacity of wind turbines has experienced 

significant growth. However, wind turbines are usually built 

in remote and harsh environments. In addition, the wind 

turbines bear alternating loads for a long time, which makes 

them prone to failure. These problems significantly increase 

the maintenance and operating costs of wind turbines. 

Therefore, in order to ensure their normal operation and 

reduce maintenance costs, it is very important to monitor 

their health status (Márquez et al., 2016). 

The gearbox, the generator, the main bearing, the blades and 

the tower of wind turbines are all key components that are 

prone to failure. At present, there are mainly three fault 

diagnosis methods for these key components. One is the 

sensor-based fault diagnosis method. Specifically, the 

information of the corresponding components is collected 

through sensors, and then the information is analyzed and 

processed to obtain the health status of the key components. 

These sensors mainly include vibration sensors, ultrasonic 

sensors, strain sensors, and acoustic emission sensors (Davis 

et al., 2016 and Muñoz et al., 2016). The second one is the 

image-based fault diagnosis method (Yang et al., 2021). This 

method uses drones to obtain images of the corresponding 

components of the wind turbine, and then the obtained 

images are analyzed to obtain the health status of the wind 

turbine. However, this method is not sensitive to weak faults. 

Only when the fault develops to be very serious, the obtained 

image can accurately reflect the fault situation. The third one 

is the fault diagnosis method based on the SCADA system 

(Chen et al., 2019). This method has been widely used in the 

condition monitoring of wind turbines. The SCADA system 

can collect various physical parameters of the wind turbine, 

such as temperature, rotational speed, wind speed, etc., which 

can provide data support for the subsequent health status
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prediction of the wind turbine. Compared with other 

methods, the data obtained by the SCADA system is more 

comprehensive. Therefore, this paper is committed to the 

development of wind turbine condition monitoring method 

based on SCADA systems. 

The SCADA system can easily obtain massive amounts of 

monitoring data, and deep learning technology has obvious 

advantages in big data processing and feature extraction 

(Peng et al., 2020 & Liu et al., 2020). Therefore, deep 

learning has been widely used in data analysis and feature 

extraction of SCADA systems (Peng et al., 2021). Deep 

learning technology does not require expert domain 

knowledge. It can directly obtain valuable features from a 

large amount of raw data through a multi-layer non-linear 

architecture, and automatically and accurately obtain 

diagnostic results. This characteristic leads to the 

achievement of excellent performance in the task of wind 

turbine health status prediction. For instance, Chen et al. 

(2018) proposed a deep neural network method based on 

SCADA data to detect whether wind turbine blades are icing. 

Pang et al. (2020) proposed a novel spatio-temporal fusion 

neural network for wind turbine health status prediction and 

obtained a high fault diagnosis result. Although these 

methods have achieved excellent diagnostic performance, 

they are all based on the assumption that the training and test 

data have the same feature distribution. In addition, they 

require a large amount of labeled data for training. Therefore, 

in actual situations, these methods face the following 

challenges: 

1) In actual industrial applications, labeled data are very 

expensive and scarce. The SCADA system of each wind 

turbine will generate a large amount of monitoring data. 

It is time-consuming and laborious to analyze these data 

prepare a dataset. 

2) Because of the different mechanical parameters, 

electrical parameters and working environment of wind 

turbines, each wind turbine has its unique characteristics, 

which results in the different feature distributions among 

wind turbines. Due to the domain shift problem, it is 

difficult to apply the existing methods to the health status 

prediction of unknown wind turbines. 

The abovementioned challenges lead to the following 

problems that need to be resolved: 

1) How to fully train a network model and make it have 

excellent health status prediction performance with a few 

labeled samples. 

2) How to solve the domain shift problem among different 

wind turbines, so that the diagnosis model has good 

generalization performance and can be used for the 

health status prediction of unknown wind turbines. 

As an excellent deep learning paradigm, transfer learning can 

transfer the knowledge of the source domain to different but 

related target domains (Pan et al., 2009). Therefore, it 

provides an effective solution for the cross-domain fault 

diagnosis of different wind turbines. When the source domain 

is labeled data and the target domain is not labeled, the 

concept of unsupervised transfer learning is proposed. Wen 

et al. (2017) proposed a bearing fault diagnosis method based 

on unsupervised transfer learning. This method introduces 

the Maximum Mean Difference (MMD) to the sparse 

autoencoder to reduce the difference between the source 

domain and the target domain. Ganin et al. (2015) proposed 

a deep unsupervised transfer learning method with a domain 

adversarial training strategy, namely: Domain Adversarial 

Neural Network (DANN). The basic architecture of DANN 

is the Generative Adversarial Network (GAN), which 

adversarial trains a feature extractor and a domain 

discriminator to extract domain invariant features between 

different domains (Liu et al., 2020). It has better adaptability 

than the MMD method.  

Therefore, this paper proposes an unsupervised transfer 

learning algorithm based on Generative Adversarial 

Networks for wind turbine health status prediction (WT-

GAN). WT-GAN can significantly reduce the domain shift of 

among different wind turbines, and realize the condition 

monitoring of unknown wind turbines. This deep 

unsupervised transfer learning paradigm not only solves the 

problem of the lack of labeled data, but also solves the 

domain shift problem among different wind turbines. 

However, due to the scarcity of failure situations, the 

obtained SCADA data only contains a small number of fault 

samples, most of which are healthy samples. Therefore, the 

data set has a serious sample imbalance problem. Therefore, 

this paper introduces the focal loss function (Lin et al., 2017) 

to balance healthy samples and faulty samples instead of the 

cross entropy loss function, thereby improving the 

performance of WT-GAN on unbalanced datasets. The 

effectiveness of the method is verified on  a case of blade 

icing detection of wind turbines. The main contributions of 

this paper are summarized as follows: 

1) A wind turbine fault diagnosis model based on deep 

unsupervised transfer learning is proposed. This method 

uses deep learning to automatically extract highly 

abstract features from SCADA data, thereby avoiding 

manual selection of features. 

2) This method can significantly reduce the domain shift 

between the source domain and the target domain, 

thereby improving the performance of the model on 

unknown wind turbines. 

3) This method solves the data imbalance problem faced by 

wind turbine fault diagnosis. 

4) In a real wind turbine blade icing case, the proposed 

method has obtained excellent diagnostic performance, 

and it also has excellent performance on unknown wind 

turbines.
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The rest of this paper is organized as follows. Section 2 

introduces the transfer learning problem of a fleet of wind 

turbines. In section 3, the proposed method is described. 

Section 4 validates the effectiveness of the proposed method 

on the blade icing detection of a wind farm. Finally, 

conclusions are drawn in Section 5. 

2. PRELIMINARIES 

2.1. Problem Definition 

In order to clearly describe the problem studied in this article, 

the following introduces the basic symbols of transfer 

learning. First, given the source domain
SD and the target 

domain
TD , their feature distributions are different. Suppose 

1 2{ , , }Sn

S S S SX x x x= is the sample of the source domain, 

where Sn denotes the total sample number in the source 

domain; {1,2, , }SY K=  is the label corresponding to the 

source domain samples, where K  is the total number of fault 

types of the wind turbine. Therefore, the source domain can 

be defined as { , }S S SD X Y= . The distribution corresponding 

to the source domain sample is ( )S SP X . For deep 

unsupervised transfer learning, the target domain is unlabeled 

data samples. Therefore, the target domain is defined as

{ }T TD X= , where 1 2{ , , }Tn

T T T TX x x x=  and Tn represents the 

total sample number in the target domain. The distribution 

corresponding to the target domain sample is ( )T TP X . Since 

there are domain shifts between different domains,

( ) ( )S S T TP X P X . This results in the model trained in the 

source domain not being applied to the target domain. It is 

worth noting that the source domain and the target domain 

share the same label space. The goal of this research is to 

reduce the difference between the source domain and the 

target domain as much as possible, so that the diagnostic 

model can be applied to unknown wind turbines. 

2.2. Convolutional Neural Network 

Convolutional Neural Networks (CNNs) benefit from their 

excellent automatic feature learning capabilities and have 

achieved remarkable success in the fields of image analysis, 

speech recognition and fault diagnosis (Chen et al., 2019 & 

Wang et al., 2019). Convolutional layers, pooling layers and 

activation functions are important components of CNNs. The 

convolutional layer is composed of multiple convolution 

kernels, and the size of each convolution kernel is fixed. The 

number of convolution kernels determines the number of 

feature maps output by the convolutional layer. Supposing 

that the input of the i-th convolutional layer is
1iM −

, the 

feature -1

conv

i i i iM W M B=  +  after the convolution 

operation, where iW is the weight of the convolution kernel, 

iB  is the bias, and   is the convolution operation. Then the 

ReLU function (Nair  et al., 2010) is used to improve the 

nonlinear learning ability of the network. The convolutional 

layer is usually followed by a pooling layer to reduce the 

feature dimension, thereby increasing the training speed of 

the network and preventing the network from overfitting. 

After multiple convolutional layers, the obtained features will 

be fed to the fully connected layers and the Softmax layer to 

complete the classification task. The Softmax layer maps the 

features to the range of (0, 1) and outputs the predicted 

probability distribution. The Softmax function is expressed 

as: 

 

1

,   1,  2,  ,
j

j
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where jy is the j-th input feature of the Softmax function, and   

jz  is the estimated probability distribution of an observation  

belonging to the j-th class. 

2.3. Domain Adversarial Neural Network 

Inspired by GAN, the domain adversarial neural network 

minimizes the distance between the source domain and the 

target domain through the adversarial training of the feature 

generation network Gf and the domain discrimination 

network Gd. This technology has been successfully applied to 

the machinery fault diagnosis. It adds a domain discriminator 

Gd on the basis of ordinary CNN network. In the training 

process, the domain discriminator is used to distinguish the 

features coming from the source domain or the target domain. 

The feature generation network expects to fool the domain 

discriminator as much as possible to maximize the loss of Gd, 

so that the domain discriminator cannot distinguish features 

coming from the source domain or the target domain. 

Through this adversarial training idea, the model can learn 

the domain invariant features of the source domain and the 

target domain. The overall loss function of the domain 

adversarial neural network is described as follows: 

 

( )( )( )

( )( )( )

1
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where, , ,f y d    are the parameters of 
yG fG and

dG

respectively; 
id is the domain label of 

ix  (0 or 1), 

corresponding to the source domain or target domain; 
yL is 

the loss function of the classifier; 
dL is the loss function of 

the domain discriminator; is a hyperparameter that weighs 

the two loss functions 
yL and 

dL .  

The training process of this network is a min-max adversarial 

optimization problem. The key of this network is to extract   
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Figure 1. The architecture of the proposed WT-GAN model. 

the discriminative and domain-invariant features. 

Specifically, the purpose of the network optimization is to 

minimize the loss of the classifier, so as to encourage the 

feature extractor to obtain discriminative deep features, while 

maximizing the loss of the domain discriminator to obtain 

domain-invariant features. 

3. PROPOSED METHOD 

As mentioned before, due to the difference in equipment 

parameters, electrical parameters and working environment, 

it is different for the feature distribution of SCADA data 

collected by different wind turbines. Therefore, the model 

trained on the dataset of one specific wind turbine performs 
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poorly on unknown wind turbines, easily resulting in  wrong 

decisions. The domain adversarial network introduced above 

can effectively reduce the distribution difference of SCADA 

data from different wind turbines. Therefore, a GAN-based 

deep unsupervised transfer learning algorithm is proposed to 

proceed the health status prediction of wind turbines. In 

addition, the proportion of abnormal data in the collected 

SCADA data is tiny, so a serious data imbalance problem 

exists in the dataset. Therefore, the focal loss function is 

introduced to solve the problem of data imbalance, thereby 

increasing the network's attention on abnormal samples, and 

ultimately improving the knowledge transfer ability of the 

network model on different wind turbines. In this section, the 

proposed WT-GAN network and the optimization process of 

the model is described in detail. 

3.1. WT-GAN Network 

As shown in Figure 1, the WT-GAN mainly includes four 

modules, source feature extractor 
fG , target feature 

extractor 
fG , label classifier 

yG , and domain discriminator 

dG . The source feature extractor and the target feature 

extractor share the same network parameters. 

3.1.1. Feature Extractor 

As CNN has powerful feature extraction capabilities, the 

feature extractor network are constructed with multiple 

convolutional layers to extract the deep abstract features from 

the SCADA data in the source and target domains. The 

specific network parameters of 
fG are shown in Figure 2. 

Conv refers to the convolutional layer. Regardless of the 

source domain data or the target domain data, they all need to 

be input into 
fG  to extract domain-invariant features. 

Specifically, 
fG contains five convolution modules. In the 

first four convolution modules, the convolution kernel size is 

3×3. The features after the convolution operation are fed to 

the ReLU activation function to enhance the nonlinear ability 

of the model. Then, the BN layer is used to improve the 

generalization ability of the model and speed up the 

convergence of the network to avoid the disappearance of the 

gradient. After BN layers, in order to reduce the feature 

dimension, the maximum pooling layer is then used in the 

second and fourth convolution module respectively. In the 

second convolution module, the pooling stride is 2×2, while 

it is 1×2 in the fourth convolution module. Therefore, in order 

to avoid losing important information when extracting deep 

features, the number of convolution kernels gradually 

increases from 16, 32 to 64, 128, 256 as the network deepens. 

In addition, it is worth noting that although CNN is selected 

as the feature extraction network in this paper, it is not limited 

to a specific network structure. The proposed network 

architecture can be easily extended to other deep models, 

such as recurrent networks. 

3.1.2. Domain Discriminator 

As shown in Figure 1, the features obtained from the feature 

extractor are input into the domain discriminator. The domain 

discriminator is mainly composed of three fully connected 

layers, as shown in Figure 2. The number of neurons in the 

three layers is set to 128, 64 and 2, respectively. The first two 

fully connected layers use Leaky ReLU, which is defined as: 

 
0

( )
0

x x
lr x

x x


= 


  (3) 

It can be found that unlike ReLU, Leaky ReLU does not set 

values (less than zero) to zero, which retains the original 

information to a certain extent. In this work, the parameter   

is set to 0.2. In the domain discriminator, this feature of 

Leaky ReLU makes it have better performance. In the binary 

classification task, the Sigmoid activation function makes the 

training more stable and easier to converge, so the Sigmoid 

function is used in the last layer of the domain discriminator. 

It is defined as: 

 
1

( )
1 x

S x
e−

=
+

  (4) 

In addition, a binary cross-entropy loss function is used. 

Therefore, the total loss output by the domain discriminator 

is calculated as follows: 

 
 0 1, , ,

( ( ) (1 ) (1 ))

d N

n n n n n

L mean l l l

l d log z d log z

=

= −  + −  −
  (5) 

where N is the number of samples, zn is the probability that 

the n-th sample belongs to a positive example, and dn is the 

label of the n-th sample, which is 0 or 1, that is, it comes from 

the source domain or the target domain. The total loss output 

by the domain discriminator is the mean value of the loss of 

all samples. 

3.1.3. Label Classifier and Focal Loss Function 

As shown in Figure 1, the features obtained from the feature 

extractor are also input into the label classifier. The specific 

structure is shown in Figure 2. The label classifier uses two 

fully connected layers, and the number of neurons is 100 and 

K respectively. K is the total number of fault categories. The 

first fully connected layer maps the 1×256 features into 

1×100 features with ReLU activation function, and the 

second fully connected layer maps the 1×100 features into 

1×K features. For multi-classification tasks, the Softmax 

layer is often used as a classifier, which maps the output of 

the fully connected layer to the range of 0 to 1, and the sum 

of all feature values is 1. The commonly used loss function 

for classification tasks is the cross-entropy loss function, 

which is used to evaluate the error between the predicted 

probability distribution output by the Softmax layer and the 

true probability distribution. However, as mentioned above, 

the SCADA data of wind turbines has serious data imbalance 

problems. To solve it, the focal loss function is introduced to  
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Figure 2. The detailed parameters of feature extractor, domain discriminator and label classifier. 

 

the label classifier. Taking the binary classification task as an 

example, cross entropy loss and focal loss can be expressed 

as Eq. (6) and Eq. (7), respectively.  
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where y  represents the value predicted by the model, and y  

represents the true label. It can be seen that focal loss function 

introduces two hyperparameters  and  . These 

hyperparameters can make loss focus on the learning of fault 

samples, so that the model has excellent performance on 

unbalanced datasets. 

3.2. Model Optimization 

It can be seen from Section 3.1 that, the loss function of WT-

GAN consists of two parts, namely FLy obtained by the label 

classifier and Ld obtained by the domain discriminator, as 

shown in Figure 1. In the network training process, two tasks 

are required to be finished. The first one is to achieve accurate 

classification of the source domain dataset, that is, to 

minimize FLy. The second task is to try to confuse the source 

domain dataset and the target domain dataset. That is to 

achieve the maximization of Ld of the domain discriminator. 

The loss function of WT-GAN can be defined as: 

 ( , , ) ( , ) ( , )f y d y f y d f dL FL L       = −   (8) 

Therefore, the optimal values of the parameters , ,f y d    

can be expressed as: 

 

( ) ( )

( )
,

ˆ ˆ ˆ, arg min , ,

ˆ ˆ ˆarg max , ,

f y

d

f y f y d

d f y d
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=

=
  (9) 

When optimizing and updating the network parameters, the 

optimization method Adam (Adaptive Moment Estimation) 

is used (Kingma et al., 2014). The advantage of Adam is that 

each iterative learning rate has a certain range, which makes 

the parameters relatively stable. For example, the updating 

function of 
f is defined as: 

 
ˆ

ˆ

f

f f

f

m

v
  


= −

+
  (10) 

where,  is the learning rate, defined as 0.0001 in this article; 

810 −= to prevent the divisor from becoming 0; ˆ fm and ˆ fv

are defined as: 

 

1 1

1

2

2 2

2

(1 )
ˆ

1

(1 )
ˆ

1

f

f

f

f

i i
y d

f

f f

m g
m

v g
v

FL L
g

 



 




 

+ −
=

−

+ −
=

−

 
= −

 

  (11) 
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Table 1. The data collection time of the two wind turbines and the percentage of icing data. 

Wind Turbine Date Healthy Ice Ratio Total 

#15 Nov. 1st, 2015 - Jan. 1st, 2016 350255 23892 14.7:1 374147 

#21 Nov. 1st, 2015 - Dec. 1st, 2015 168930 10683 15.8:1 179613 

Similarly, the updating of ,y d   is similar to that of f , 

replacing 
fg  with 

yg  or 
dg , defined as: 

 

i

y

y

y

FL
g
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  (12) 
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  (13) 

When updating the parameter f , the gradient direction in the 

back propagation process is required to be automatically 

reversed. This benefits from the Gradient Reversal Layer 

(GRL), as shown in Figure 1. The GRL is located between 

the feature extractor and the domain discriminator.  

In the backpropagation process, the gradient of Ld of the 

domain discriminator will be automatically inverted before 

being backpropagated to the feature extractor because of 

GRL, thus realizing adversarial loss. The label classifier and 

the domain discriminator compete with each other in the 

training process and finally achieve the balance between the 

label loss and the domain discriminator loss. 

4. EXPERIMENTAL VALIDATIONS 

In this section, the dataset and experimental settings are 

firstly elaborated. Then, the effectiveness of the proposed 

method is verified. Finally, the comparative experiments 

verify that the WT-GAN has excellent performance on 

unknown wind turbines. 

4.1. Dataset Description 

In order to verify the effectiveness of the proposed method, 

this paper uses a real wind turbine SCADA dataset. Table 1 

shows the data collection time of the two wind turbines and 

the percentage of icing data. This dataset is mainly used for 

blade icing detection of a wind farm. Specifically, the dataset 

includes SCADA data for two wind turbines. In this study, 

the dataset of wind turbine #15 is used as the source domain, 

and the dataset of wind turbine #21 is used as the target 

domain. The dataset contains multiple physical 

characteristics and parameters of the operating state of the 

wind turbine, such as wind speed, motor temperature, power 

generation, etc. Each sample has a corresponding time record, 

and the label of the sample is given, icing or no icing. Table 

2 shows the physical characteristics and the operating 

parameters collected by the SCADA system. If the blades of 

wind turbines freeze, it will affect the rotor speed, the power 

generation efficiency, and the blade balance of wind turbines 

as well. In order to make the network learn features as much 

as possible, all the monitoring information are fed into the 

network model. It can be found from Table 1 that the ratio of 

health data to icing data in wind turbine #15 is 14.7, and the 

ratio of wind turbine #21 is 15.8, so this dataset presents a 

serious data imbalance problem. In addition, due to the 

difference in mechanical parameters and working 

environment, the data distribution between the two wind 

turbines is different.  

Table 2. Wind turbine parameters collected by the SCADA 

system. 

No. Parameter No. Parameter 

1 Wind speed 2 Generator speed 

3 Grid side active power 4 Wind direction 

5 Mean of wind direction 6 Yaw position 

7 Yaw speed 8 Pitch1 angle 

9 Pitch2 angle 10 Pitch3 angle 

11 Pitch1 speed 12 Pitch2 speed 

13 Pitch3 speed 14 
Pitch motor 1 

temperature 

15 
Pitch motor 2 

temperature 
16 

Pitch motor 3 

temperature 

17 X-direction acceleration 18 
Y-direction 

acceleration 

19 
Environment 

temperature 
20 Cabin temperature 

21 Ng5 1 temperature 22 Ng5 2 temperature 

23 Ng5 3 temperature 24 
Ng5 1 charger DC 

current 

25 
Ng5 1 charger DC 

current 
26 

Ng5 1 charger DC 

current 

27 
Data group 

identification 
  

 

As shown in Table 2, the SCADA system will collect 

information of 27 parameters each time. In order to enable 

the network model to learn the changes of these parameters 

over time, a training sample is composed of 10 adjacent time 

monitoring data, and thus the sample dimension is 10×27. 

The models are all written with Python 3.6 and the deep 

learning framework Pytorch, and run on Ubuntu 16.04 

system with GTX 2080 GPU. In this experiment, five metrics 

(Accuracy, Precision, Recall, F1, and Score) are used to 

comprehensively evaluate the network performance. Those 

can be expressed as: 

 
TP TN

Accuracy
TP TN FP FN

+
=

+ + +
  (14) 
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Table 3. The Experimental results of WT-CNN and WT-GAN (Focal Loss). 

 WT-CNN (test on source only) WT-CNN (test on target only) WT-GAN 

Accuracy 0.7156 ± 0.0120 0.6763 ± 0.0377 0.7776 ± 0.0643 

Precision 0.7187 ± 0.0255 0.6869 ± 0.0393 0.7762 ± 0.0459 

Recall 0.8915 ± 0.0945 0.8914 ± 0.1359 0.8966 ± 0.0655 

F1 0.7918 ± 0.0251 0.7674 ± 0.0481 0.8315 ± 0.0506 

Score 0.6638 ± 0.0148 0.6129 ± 0.0448 0.7425 ± 0.0669 

 

Table 4. The experimental results of WT-CNN and WT-GAN (Cross-Entropy Loss). 

 Baseline (test on source only) Baseline (test on target only) WT-GAN 

Accuracy 0.6845 ± 0.0191 0.6989 ± 0.0686 0.7222 ± 0.0460 

Precision 0.7287 ± 0.0263 0.7234 ± 0.0505 0.7426 ± 0.0290 

Recall 0.7849 ± 0.1088 0.8413 ± 0.1359 0.8435 ± 0.1222 

F1 0.7501 ± 0.0369 0.7704 ± 0.0649 0.7844 ± 0.0548 

Score 0.6549 ± 0.0129 0.6569 ± 0.0771 0.6865 ± 0.0342 

 
TP

Precision
TP FP

=
+

  (15) 

 
TP

Recall
TP FN

=
+

  (16) 

 
2

1 = 
+

Precision Recall
F

Precision Recall

 
  (17) 

 
1

2

TP TN
Score

TP FN TN FP

 
= + 

+ + 
  (18) 

where TP, TN, FP, FN refer respectively to the number of 

true positive samples, true negative samples, false positive 

samples and false positive samples. If the proportions of each 

category in the dataset are similar, the Accuracy can evaluate 

whether the model performs well or not. However, for the 

wind turbine dataset, the health data and the fault data are 

severely unbalanced. Therefore, the Accuracy metric cannot 

accurately evaluate the performance of the model. Therefore, 

the Precision, the Recall, the F1, and the Score are introduced 

to comprehensively evaluate the model performance as much 

as possible. In the Score evaluation index, the weights of the 

health category and the fault categories are the same and have 

nothing to do with the number of samples, this metric is more 

reasonable for performance evaluation of sample imbalance 

tasks. 

4.2. Experimental Results 

4.2.1. Performance of Domain Transfer 

In this section, in order to verify the effectiveness of the 

proposed transfer learning algorithm, in addition to the 

method proposed in this paper, a WT-CNN model is also 

constructed. Compared with the WT-GAN, the only 

difference is that the WT-CNN has no domain transfer 

capability. The WT-CNN is mainly composed of the feature 

extractor and the label classifier presented in Figure 1. The 

experimental settings and the training parameters are exactly 

the same. 75% of the samples in the SCADA dataset of wind 

turbines #15 and #21 is used for training, and the remaining 

25% for testing. Therefore, for wind turbines #15 and #21, 

their training samples are 20641, and their test samples are 

6880. In this experiment, the batch size is 128. In order to 

avoid the randomness of the experimental results, each 

experiment is repeated for five times, and its average and 

standard deviation are calculated. The experimental results 

are shown in Table 3. 

The second column represents the results obtained by the 

WT-CNN trained on the source domain and then tested on 

the source domain. The third column represents the results 

obtained by WT-CNN trained on the source domain and then 

tested on the target domain. The fourth column represents the 

result of the WT-GAN trained on the source domain and then 

tested on the target domain. It can be found that the 

performance of the WT-GAN with domain transfer capability 

is significantly better than the WT-CNN, and WT-GAN 

obtains the best results in all five evaluation indicators. 

Specifically, compared to WT-CNN, WT-GAN improves the 

Accuracy, the Precision, the Recall, the F1 and the Score by 

approximately 6.20%, 5.75%, 0.51%, 3.97%, and 7.87%, 

respectively. Especially for the Score indicator, the WT-

GAN increases it by 7.87%. This shows that the proposed 

deep unsupervised transfer learning method can learn the 

domain invariant features of different wind turbines, thereby 

reducing the domain shift between wind turbines. In this way, 
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the model trained on a specific wind turbines can be applied 

to the fault diagnosis of the unseen wind turbines, thereby 

greatly improving the practical application value of the deep 

learning model. 

4.2.2. Effectiveness of Focal Loss Function 

In order to prove the effectiveness of the focal loss function 

in this section, a set of experiments are also proceeded using  

WT-CNN and the WT-GAN with cross-entropy loss 

function. The experimental settings and the training 

parameters are exactly the same as in the previous section. 

Similarly, five repeated experiments are conducted. The 

experimental results are shown in Table 4. 

Obviously, even if the cross-entropy loss function is used in 

the WT-CNN and the WT-GAN, the performance of the WT-

GAN is still significantly better than the WT-CNN. This 

again confirms that the WT-GAN has a very good knowledge 

transfer ability, which is consistent with the experimental 

conclusions of the previous section. 

50%

60%

70%

80%

90%

Accuracy Precision Recall F1 Score

WT-GAN (Cross-entropy Loss) WT-GAN (Focal Loss)

 

Figure 3. Experimental results of WT-GAN. 

Figure 3 shows the result when the focal loss function and the 

cross-entropy loss function are respectively used by the WT-

GAN. It can be seen that, the WT-GAN with the focal loss 

function performs significantly better than that of the WT-

GAN with the cross-entropy loss function. All the evaluation 

metrics of the WT-GAN with focal loss function have higher 

values than that using the cross-entropy loss function. 

Specifically, compared with the WT-GAN (cross-entropy 

Loss), the five evaluation indicators of the WT-GAN (Focal 

Loss) are 5.54%, 3.36%, 5.31%, 4.71%, and 5.60% higher, 

respectively. The performance of WT-GAN (Focal Loss) is 

competitive because the focal loss function pays more 

attention to the feature learning of the fault samples. Focal 

loss function can effectively improve the ability of WT-GAN 

when dealing with data imbalance task, so that WT-GAN has 

excellent wind turbine fault detection performance. 

5. CONCLUSION 

Considering the problem of lack of labels and data imbalance 

in the SCADA data of wind turbines, this paper proposes a 

deep unsupervised transfer learning network with the focal 

loss function. The proposed model uses the idea of 

adversarial training to reduce the domain shift among 

different wind turbines. This enables the network model 

trained on one wind turbine to be well transferred to the fault 

diagnosis of other unknown wind turbines. In addition, the 

focal loss function makes the network model to pay more 

attention on the feature learning of fault samples, which 

significantly improves the model's performance with 

unbalanced dataset. Therefore, the proposed method makes it 

easy to be applied in practical industrial applications. In order 

to verify the effectiveness of the proposed model, the 

proposed method is applied to the case of blade icing 

detection of a wind farm. The experimental results confirms 

the model transfer ability and the ability to solve the data 

imbalance of the proposed method. 
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NOMENCLATURE 

SD  source domain 

TD  target domain 

Sn   total sample number in the source domain 

Tn   total sample number in the target domain 

SX  sample in the source domain 

TX         sample in the target domain 

K           total fault types of the wind turbine 

SY           sample label in the source domain 

( )S SP X  distribution of the source domain sample 

( )T TP X  distribution of the target domain sample 

1iM −
 input of the i-th convolution layer 

conv

iM      features obtained by the convolution operation 

iW  weight of the convolution kernel 

iB           bias 

  convolution operation 

jy  the j-th input feature of the Softmax function 

jz          estimated probability distribution of an observation   

 belonging to the j-th class 

fG   feature generation network



ANNUAL CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2021 

 

 10 

yG  label classifier 

dG  domain discriminator 

f  parameter of 
fG   

y  parameter of 
yG  

d  parameter of 
dG  

id  domain label of domain discriminator 

yL  loss function of the classifier 

dL  loss function of the domain discriminator 

  a hyperparameter that weighs the two loss functions 

 
yL and 

dL  

Conv convolutional layer 

  hyperparameter in Leaky ReLU 

N number of samples 

zn probability that the n-th sample is a positive

 example 

dn domain label of the n-th sample, which is 0 or 1 

y  predicted fault label of label classifier 

y  real fault label  

  a hyperparameter in Focal Loss 

  another hyperparameter in Focal Loss 

yFL  focal loss function of the classifier 

  learning rate 
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