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ABSTRACT

Small-scale wind turbine (SWT) installations saw a dramatic
increase between 2008 and 2012. Recently, the trend within
industry has shifted towards installing larger wind turbines,
leaving little attention for installed SWT reliability. Unfor-
tunately, multiple downtime events raise concerns about the
reliability and availability of the large number of installed
SWTs. SWTs are repairable systems that can return to an op-
erational state after a downtime or repair event. When a SWT
experiences multiple events over time, these are known as re-
current events. The reliability of SWTs is examined in this
paper using data from 21 individual 100 kW wind turbines.
SWTs periodically record dynamic covariate data in the form
of a vector time series using supervisory control and data ac-
quisition (SCADA) systems. One type of event experienced
by SWTs is known as a “service event,” which is a time when
a SWT is put into service mode for a repair or false alarm.
Due to the proprietary nature of the data used in this paper,
different kinds of service events are combined, even though
different failure modes and event types exist. We explore re-
curring service events and the associated cost of each “service
event” and propose methodologies to link dynamic covariate
data to downtime costs to assist in quantifying the variation of
downtime across wind turbines. Data used in this work was
provided from a power systems company in the United States.
We outline a nonhomogenous Poisson process (NHPP) model
with a Bayesian hierarchical power law structure for the count
process and an autoregressive time series use rate model with
a Bayesian framework to describe posterior parameter distri-
butions. Using the posterior results, we develop a conditional
and unconditional method to predict downtime mean cumu-
lative functions (MCFs) for wind turbines.

Michael S. Czahor et al. This is an open-access article distributed under the
terms of the Creative Commons Attribution 3.0 United States License, which
permits unrestricted use, distribution, and reproduction in any medium, pro-
vided the original author and source are credited.

1. INTRODUCTION

1.1. Background

Enhancing the reliability of wind turbines has been a collab-
orative effort between industry and academia for the past two
decades. Recently, the Department of Energy (DOE) has laid
out their vision for achieving this goal with a five-part plan
that includes a well-developed database on wind farm opera-
tions under normal operating conditions. Gould (2014) sum-
marizes DOE’s Wind Vision report and outlines the goals set
forth by the DOE, which include developing a world class
database, ensuring reliable operation in severe operating envi-
ronments, and developing and documenting the best practices
in the wind industry to improve reliability and increase ser-
vice life. Bertling and Wennerhag (2012) provide an interna-
tional perspective in contrast to the US-centric DOE reports,
with a compilation of reports that survey the development and
research needs for wind turbine operation and maintenance
across Europe. Reports within this survey include compo-
nent specific reliability reports, maintenance strategy reports
based on reliability modeling results, and database develop-
ment needs for future work.

Limited work in applying reliability-based statistical method-
ologies to wind farm reliability data has been seen in the lit-
erature and can potentially assist in the DOE’s effort. The
Reliawind study by Wilkinson, Hendricks, Harman, Spinato,
and van Delft (2011) identifies critical failure modes, sum-
marizes the potential of SCADA systems, and highlights the
benefits of having access to service records and alarm logs.
Arifujjaman (2013) conducts a component-specific reliabil-
ity analysis on grid-connected permanent magnet generator-
based wind turbines and establishes a method to relate wind
speed and power losses to the reliability of power electronic
converters. Fischer, Besnard, and Bertling (2012) present re-
sults on a reliability-centered maintenance (RCM) study that
utilizes failure data and industry expert opinions to improve
the reliability, availability, and profitability of wind turbines.
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There is an abundant number of wind turbine component-
specific papers that implement statistical methodologies that
are not reliability-based, but can be useful for future reliabil-
ity work as they convey the benefits of SCADA data. Sajid
and Hossam (2013) focus on predicting gearbox health using
a nonlinear autoregressive model with exogenous inputs. Al-
Tubi, Long, Tavner, Shaw, and Zhang (2015) investigate the
probabilistic risk of gear flank micropitting risk with the use
of SCADA data. Matthews and Godwin (2013) develop clas-
sification methods to detect wind turbine pitch faults using
SCADA data.

1.2. Big Data in the Wind Energy Industry

Wind turbines are commonly outfitted with many sensors to
assist in tracking operational and environmental conditions.
According to Kashyap (2014), a typical wind turbine has
125 to 200 sensors that generate data at a rate of approxi-
mately 2000 observations per minute. At this rate, a single
wind turbine can generate upwards of one terabyte of data in
one week. Table 1 provides an example of types of data that
SCADA systems capture from wind turbines. These time se-
ries data are generally averaged values over 10-minute inter-
vals with an attached chronological timestamp. Ciang, Lee,
and Bang (2008) and Falukner, Cutter, and Owens (2012) de-
scribe the use of such sensor data for system health moni-
toring. Tautz-Weinert and Watson (2016) provide a review
of using SCADA data for wind turbine condition monitoring.
Industry and academia have made progress in the prognostic
realm of wind energy with advances in condition monitoring
techniques, wind turbine sensor placement, and communica-
tion capabilities (e.g., allowing wind turbines to use an IP
address to send a live feed of data to a centralized location).
Saxena et al. (2008) summarizes different prognostic tech-
niques that are being used across industries and highlights
the benefits of having historical covariate data in correspon-
dence with life data. We use such data for SWT analysis in
this paper.

SCADA data contains information on the state of each wind
turbine. We focus on a state that indicates when a wind tur-
bine is in service mode. Programmable logical controllers
(PLCs) continuously log state data and when a component
of the wind turbine exhibits unusual behavior (values exceed
predefined tolerances), the wind turbine will change states to
let an owner or operator know of the event via an alarm. Such
alarms or state changes may serve as a precursor to failure
events and are of interest to owners and operators to minimize
financial burdens that are experienced because of unplanned
maintenance.

1.3. Key Feature of Wind Energy Field Data

Large vectors of time series data from wind turbines are peri-
odically recorded, letting owners, operators, and researchers

Table 1. Examples of data logged by SCADA systems.

Subsytem Data Collected
Rotor and Blades Pitch angle and rotor

speed.
Gearbox Oil, bearing, and hy-

draulic temperatures.
Vibration, force, and
rotational speed.

Generator Stator and rotor volt-
ages and currents.
Power factors, rotor
and grid frequencies,
cabinet temperature,
and generator speed.

Nacelle Position, frame temper-
ature, yaw break pres-
sure, etc.

study differences between turbines at the individual and
fleet levels. These dynamic covariate values are commonly
referred to as system operating/environmental (SOE) data.
Such SOE data have the potential to increase the reliability
and availability of wind turbines with a minimal cost (Meeker
& Hong, 2014). We look at SOE data from 100 kW wind tur-
bines and show the benefits of analyzing such data with re-
currence methods and highlight the future of similar work in
the wind energy industry.

1.4. O&M Costs and Availability

According to Morthorst and Awerbuch (2009), O&M costs
typically account for 20 to 25% of a wind turbine’s total
levelized cost of energy (LCOE). O&M costs have gone
down drastically in the last 30 years due to advances in en-
gineering, condition monitoring approaches, and preventive
maintenance strategies. The International Renewable Energy
Agency reports that O&M costs are not uniform across wind
farms, suggesting that factors other than location (i.e., wind
turbine manufacturer, model, etc.) influence the number and
cost of downtime events, which are the main contributor to
O&M costs. One must consider that wind turbines’ O&M
costs also change over time. The probability of failure in-
creases, making failures more likely to occur outside of war-
ranty periods, which increases the cost to return wind turbines
to operational status after a downtime event. Refer to Gielen
(2012) for more information on O&M costs for wind turbines.

One key O&M metric is wind turbine availability, which
helps compare turbine to turbine performance. The method
used to determine how availability is determined is up to the
owner and operator. A large majority of operators do not have
the capability to process terabytes of SCADA data to deter-
mine the true availability and resort to a simple method based
on time. Wind turbine availability based on time is computed
by
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ATime =
TOperation
TPeriod

(1)

where TOperation is the time that a wind turbine is operating
(i.e., generating power) and TPeriod is the total time that a wind
turbine could have been operating. This is an easy method to
compute and is used widely within industry.

Maintenance events to be considered in (1) include preventive
maintenance, corrective maintenance, and scheduled shut-
downs. These are examples of events that lowerATime, since
TOperation decreases when such maintenance events occur .
Throughout the paper we will discuss a collection of these
events and provide an illustrative example of the associated
downtime for such events.

1.5. Overview

Adapting some of the methods from Ryan, Hamada, and
Reese (2011), the rest of the paper is organized as follows.
Section 2 introduces wind turbine datasets provided by a
United States energy company as a motivating example. Sec-
tion 3 introduces notation for a nonhomogeneous Poisson
process (NHPP) with power law intensity function. In Sec-
tion 3, we also introduce a model to analyze mean cumu-
lative functions for a single wind turbine and multiple wind
turbines, while identifying the posterior parameter distribu-
tions. In Section 4 we develop an autoregressive time series
model under a Bayesian framework to obtain posterior pa-
rameter distributions of the time series parameters. In Sec-
tion 5, we propose methods to predict downtime MCFs us-
ing results from previous sections and provide results from a
simulation study. In Section 6, we conclude and discuss the
compromise between unconditional and conditional predic-
tion intervals for downtime MCFs.

2. DATA

2.1. Company P2 Wind Turbine Data

The illustrative application is based on 21 wind turbines ran-
domly located throughout the United States. The data were
collected over the course of a four-year period from 2012
through 2016. The 21 wind turbines all have the same model
specifications, with a generating capacity of 100 kW. All 21
wind turbines have unique starting times (install dates), but
have a common data freeze date (DFD) in October 2016. Dur-
ing the observation period, each wind turbine had a SCADA
system automatically record operational and environmental
dynamic covariate data (e.g. wind speed, ambient tempera-
ture, etc.) as 10-minute averages for each variable. From the
time of installation until the DFD, there is an entire covari-
ate history. Each wind turbine’s state information was also
periodically recorded over the observation period, where a
state code corresponds to a wind turbine’s operational status
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Figure 1. Cumulative recurrences vs. time (days) with asso-
ciated downtimes for each service event.

during each 10-minute time frame. Because different manu-
facturers use different systems of state codes and because the
exact coding method could be sensitive, we refer to states by
name instead of code.

We focus on the “service mode” state. Being in this state
implies that the wind turbine was being treated for preventive
maintenance, suspect to a false alarm, or correcting a failure
event. Service events are recurring events that each result in
downtime, for which cost accrues over time. An example of
service event data for a single wind turbine is shown in Figure
1. The numbers next to each event represent the associated
amount of downtime (in days). For more information on state
codes, please see Kusiak and Verma (2010).

3. SERVICE EVENT AND COST MODEL

3.1. A Nonparametric View of the Cost and Count Data

With access to the entire life history up until the DFD, we
have a situation where nj service events are observed for
wind turbine j. A time truncated design is appropriate for
such a scenario where the end of observation time is de-
noted by tc, which is in real time the DFD. Refer to Dai
and Wang (2017) for more information on truncated frame-
works. The observed service events that occur for wind tur-
bine j are 0 < t1 < ... < tnj < tc. We plot nonparametric
estimates for each wind turbine’s mean cumulative function
(MCF) with respect to the number of service events. Chapter
16 of Meeker and Escobar (1998) provides an algorithm to
compute MCF point estimates and standard errors that allow
one to compute pointwise approximate confidence intervals
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Figure 2. Cumulative events vs. time (days) for each wind
turbine.

for each MCF. Figure 2 displays the individual MCFs for ser-
vice events experienced by each wind turbine. See Nelson
(2003) for more information on computing MCFs.

3.2. Nonhomogenous Poisson Process with a Power Law
Intensity Function

Parametric statistical models for recurrent events have been
studied by Rigdon (2000) and Bain and Engelhardt (1991).
With minimal repair maintenance (as opposed to system re-
newal), the nonhomogenous Poisson process (NHPP) model
is often appropriate. An NHPP model has a nonconstant re-
currence rate ν(t). We consider an NHPP with a power law
intensity rate function

ν(t;φ, η) =
φ

η

(
t

η

)φ−1

, φ > 0, η > 0 (2)

with a mean function

λ(t) = E
[
N(t)

]
=
∫ t
0
ν(u)du =

(
t
η

)φ
,

where η and φ can be estimated by using the method of maxi-
mum likelihood (ML). The likelihood function corresponding
to (2) is

L(φ, η) =
(
φ
η

)r
×
∏r
j=1 t

φ−1
j × exp

[
−µ
(
ta : φ, η

)]

where µ
(
t : φ; η

)
=
(
t
η

)φ
is the mean number of service

events up to a certain time, ta represents the time of the last
service event, and r is the number of service events. The
resulting ML estimates are

φ̂ = r∑r
h=1 log

(
ta/th

)
η̂ = ta

r1/φ̂
.

For more information on NHPP estimation procedures see
Chapter 16 of Meeker and Escobar (1998).

3.3. Model for a Single Wind Turbine

We replace the parameter η with λ = λj = λ
(
tcj
)

=
(
η
c

)−φ
.

which is the mean number of service events up to time tcj . To
move between two parameterizations we let

η = cλ−1/φ

The development of a single wind turbine model will assist
in the multiple turbine model that is necessary to describe
the J = 21 wind turbine datasets of interest. The derived
likelihood function for the time truncated design can be seen
in Ryan et al. (2011).

To make inferences on the parameter vector θ =
(
λ, φ

)
we

use the posterior distribution, π
(
θ|DATA

)
, which is propor-

tional to

L(DATA|θ)π(θ), (3)

where θ is a parameter vector and π(θ) is a prior distribution
of θ. When there is little or no prior information we use a
diffuse prior distribution. See, for example, Gelman et al.
(2013) for detailed information about Bayesian analysis. The
posterior distribution in (3) provides an update of information
on the parameters based on the observed data.

In our analysis we assume no knowledge of the parameters
and use diffuse Jefferey’s priors (Dodge & Whittaker, 1992)
for the parameters where

π(λ, φ) ∝ 1
λφ .

Following Ryan et al. (2011), direct use of Bayes’ Theorem
results in independent posterior distributions

λ|t1, ...tn, tc ∼ Gamma(n, 1)

φ|t1, ...tn, tc ∼ Gamma
(
n,
∑n
i=1 ln(tc/ti)

)
for λ and φwhere an estimate of the expected number of wind
turbine service events at the end-of-observation time tcj is
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equal to n. Ryan et al. (2011) discusses computing credible
intervals for functions of λ and φ and provides a numerical
example. We note that the form of the Gamma density used
throughout the paper is Gamma(a, b) = baxa−1e−xb/Γ(a).

3.4. Multiple Wind Turbine Hierarchical Model

We now consider the service event data from multiple wind
turbines. Similar to Ryan et al. (2011), we use a fully hi-
erarchical model based on a power law process for multiple
repairable systems (i.e., wind turbines) and simple posterior
inference methods for time-truncated designs by taking the
cost of service events into consideration and adding dynamic
covariate information to the analysis.

We start by considering the J wind turbines, which have
unique install times and are observed through the time tcj .
For wind turbine j, nj service times are observed and denoted
by tj =

(
tj1, tj2, ..., tjnj

)
. We assume that the service event

times from wind turbine j follow an intensity model (2) and
parameters λj and φj . We consider a hierarchical model to
allow data from all of the wind turbines to be pooled, and al-
low all wind turbines to have their own intensity parameters.
The statistical notion of pooling data is commonly known as
”borrowing strength” and is outlined, for example in Draper
et al. (1992). This notion assists in describing relationships
involving the observed data and unobserved parameters of in-
terest.

To motivate a model similar to the one developed in Ryan
et al. (2011), we look at the empirical distributions of fitted
parameter estimates for the individual wind turbines and find
that Gamma distributions are also appropriate in this applica-
tion. These distributions can be seen in Figure 3.

Thus let the distributions for λ and φ be iid Gamma distribu-
tions denoted by

λj ∼ Gamma
(
αλ, βλ

)
(4)

φj ∼ Gamma
(
αφ, βφ

)
(5)

for j = 1, 2, ...J = 21. With no information on the hyperpa-
rameters in (4) and (5), we propose

αλ ∼ Gamma
(
a1, b1

)
,

βλ ∼ Gamma
(
a2, b2

)
,

αφ ∼ Gamma
(
a3, b3

)
,

βφ ∼ Gamma
(
a4, b4

)
,

priors for αλ, βλ, αφ, and βφ to guarantee that the parameters
are positive, where choices for a1, a2, a3, a4, b1, b2, b3, and b4
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Figure 3. Empirical parameter distributions from individual
NHPP model fits

are selected to make the priors diffuse, allowing analysis on
the J = 21 wind turbines to be data driven.

A fully specified likelihood and prior for the multiple systems
model can be seen in Ryan et al. (2011), followed by a mul-
tiple systems Metropolis-Hastings in Gibbs sampler. Here
we use RJAGS for our analysis. For more information on
Metropolis-Hastings and Gibbs samplers see Upton and Cook
(2014).

Because the NHPP parameters vary from turbine-to-turbine,
estimates based on fully-pooled data are subject to large bias.
If there is no pooling, we expect less bias, but an increased
variance in our parameters. The hierarchical model allows
for a tradeoff between a completely pooled analysis and an
individual turbine analysis (Draper et al., 1992).

Results from RJAGS can be seen in Figure 4, Figure 5, and
Table 2.

4. COST AND USE RATE MODEL

4.1. SCADA Data and Cost Relationship

After developing models for service event counts and corre-
sponding downtimes, we are now interested in relating oper-
ating conditions to the amount of downtime that results from
each event. The use rate, which is a two week average im-
mediately before a service event, is measured in rotations per
minute (rpms), has a linear relationship with Log(cost). We
plot the costs (measured in days) of the N = 121 versus
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Figure 4. NHPP joint posterior distribution

the corresponding use rates, which are the two week turbine-
specific rpm averages immediately before a service event.
The relationship between cost and use rates can be denoted
by

Zi = β0 + β1 × Ui + εi

where Zi is the log of the cost, Ui is the corresponding use
rate, and β0 and β1 are population parameters that are esti-
mated via a simple linear regression model. We plot the data
in Figure 6.

Using standard graphical regression diagnostic checking of
the usual linear model assumptions (i.e., constant variance
of residuals, independence of residuals, normally distributed
residuals, and a linear relationship between the explanatory
and response variables) we found no evidence of serious de-
partures. Also we note that there is a correlation of 0.51 be-
tween Zi and Ui. Using the data, a simple linear regression
model is

zi = −2.31 + 0.11× ui + εi (6)

where zi is the observed log cost, ui is an observed use rate,
and εi is the random error associated with the prediction.

If we knew the use rate of future service events, we would be
able to predict the corresponding downtimes for each event.
We now develop a time series model for use rates.
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Figure 5. NHPP posterior distributions

Parameter Median 95% Credible interval

𝜂" 401.2 282.2__, __607.2
𝜆" 5.868 4.945__, __7.084
𝜙" 1.107 0.895__, __1.408

Table 2. NHPP posterior parameter output.

4.2. Autoregressive Use Rate Model

We explore the time series structure of use rates for the
J = 21 wind turbines using JMP Statistical Software. Using
the “AR Coefficients” tool, we notice that an AR(2) model
provides an adequate description of the use rate data.

We notice no significant differences across use rate distri-
butions from turbine-to-turbine, but do notice some missing
data. To simulate use rate data for additional wind turbines
with the same model specifications, we used the arima.sim
function in R to help produce posterior distributions to sample
from. We used an AR(2) process with parameters

(
γ1, γ2, τ

2
)

where

Ut = γ1Ut−1 + γ2Ut−2 + εt, εt ∼ N
(
0, τ2

)
(7)

and the likelihood function for (7) is

f
(
U1, U2, ..., Ut

)
= f

(
U1

)∏t
k=2 f

(
Uk|U1, ...Uk−1

)
.
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Figure 6. Log cost vs. use rate for N = 121 service events.

4.3. AR Model in JAGS via Bayesian Analysis

Similar to Section 3, we follow a standard Bayesian approach
by using a likelihood and prior to obtain posterior distribu-
tions for our parameters of interest.

π
(
τ2, γ1, γ2|U1, U2, ..., Ut

)
= f

(
U1, U2, ..., Ut|τ2, γ1, γ2

)
π
(
τ2
)
π
(
γ1, γ2

)
When trying to derive the full conditional distributions for τ2

and
(
γ1, γ2

)
using conjugate priors, the full conditional dis-

tribution for
(
γ1, γ2

)
is complicated, making a Metropolis-

Hastings algorithm appropriate. Depaoli, Clifton, and Cobb
(2016) describe a software known as Just Another Gibbs
Sampler (JAGS). We use the JAGS software to generate a
candidate density and tune the distribution adaptively to en-
sure the chain samples correctly. We use noninformative uni-
form prior distributions for γ1 and γ2. Because τ > 0, we
use a gamma prior with shape and scale parameters of 0.001
and 0.001 respectively. This prior distribution places most of
the mass close to 0 and lets the data from empirical observa-
tions dictate the shape of the posterior distribution. Table 3
and Figure 7 show posterior output from JAGS. For more in-
formation on prior distributions for variance parameters, see
Gelman (2006).

5. PREDICTING BEHAVIORS OF A NEW WIND TURBINE

5.1. Assumptions

In this section we use the model fit to the 21 available wind
turbines to predict the future cost of an addition turbine to be
installed in the future. We call this Turbine 22.

Parameter Median 95% Credible interval

𝛾" 1.249 (−1.122__, __1.384)
𝛾. -0.262 −0.397__, __ − 0.135	
𝜏 5.058 4.591__, __5.614

Table 3. Use rate AR(2) Parameter estimates 

𝛾1 Density

𝛾# Density

𝜏 Density

Figure 7. Posterior output from use rate AR(2) model.

The assumptions needed for the cumulative cost prediction
are

1. The relationship between use rates and costs in (6) holds
for Turbine 22.

2. Recurrence rates are independent of cost parameters

3. Turbine 22 comes from the same population of the orig-
inally observed wind turbines.

5.2. Simulating Draws from Posterior Predictive Distri-
butions

In this section we present an approach to simulate from the
posterior distributions in Section 3 and 4 to generate predic-
tions for the cost of a new wind turbine. Consider different
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Figure 8. Conditional predicted cost MCF with 95% predic-
tion intervals.

methods: a conditional approach and an unconditional ap-
proach. For the conditional approach we specify tc22 and

(a) Draw λ22 and φ22 from the joint posterior distribution.
(b) Draw a realization from an AR(2) process
(c) Simulate NHPP events until tc22 resulting in n22 events
(d) For each event generate downtimes d1, ..., dn22

using (6).
(e) Compute the MCF and accumulate
(f) Repeat steps b) - e) B2 times and save the results
(g) Obtain the 0.025, 0.5, and 0.975 quantiles of the pre-

dictive distribution, giving a point prediction and 95%
prediction intervals for each point in time.

The unconditional approach is similar, but we would generate
a new λ and φ from the posterior distribution each time.

5.3. MCF Cost Function Results

After following the steps in Section 5.2, with B2 = 10000,
we obtain a cost MCF prediction with prediction intervals that
are obtained by finding the 0.025 and 0.975 quantiles in part
(g) of the conditional algorithm. Figure 8 shows the MCF
prediction results, where the solid line is the median obtained
in part (g). We notice that distance between the upper bound
and MCF prediction increases quickly, due to the right skew
in the distribution of costs. In Figure 8 the observation period
is 0 < t < tc22 , where tc22 = 2000.

The conditional distribution assumes we know MCF param-
eters of Turbine 22. Unconditionally, we expect to see wider
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Figure 9. Unconditional predicted cost MCF with 95% pre-
diction intervals.

prediction intervals since the NHPP parameters vary in an
unconditional algorithm. Figure 9 shows the unconditional
MCF prediction results. The prediction intervals generated in
the unconditional approach are noticeably wider than the pre-
diction intervals generated using the conditional approach.

6. DISCUSSION

6.1. A Compromise Between Conditional and Uncondi-
tional Approaches

Before we know anything about Turbine 22, the MCF cost
prediction can be dealt with unconditionally. Once Turbine
22 begins to operate, we can use available data to update the
prior distributions to get higher precision in our MCF pre-
dictions. One could perform a holdout method, where data
is obtained over a period of time and MCF prediction inter-
vals are generated via the unconditional approach and then
use observed data to update the prior distributions up until
the prediction time, tpred. With updated information on Tur-
bine 22’s life characteristics, the prediction process becomes
conditional on the prior information.

6.2. Benefits of Linking Covariate Data to Event Data

Technological advancements, including SCADA systems,
have the capability to minimize the uncertainty in predictions
of reliability characteristics for wind turbines. It is desirable
to have accurate reliability predictions in variable environ-
ments, such as wind farms, which are suspect to various en-
vironmental and operational conditions. Having access to in-

8



ANNUAL CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2017

dividual wind turbine SCADA data, in addition to lifetime
data, can be extremely useful for maintenance optimization
and economic planning purposes.
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