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ABSTRACT

Unmanned aircraft systems are increasingly operating in sen-
sitive airspace which involves risks about the implications of
drone activity. As a result, managing safer operations will be
crucial to success for the operators. Vibration analysis can
provide a detailed examination of drone health status by ex-
amining signal levels and frequencies. Thus, this paper inves-
tigates how vibration measurements from drone flights can be
analysed to infer the condition of the mechanical integrity of
the drone. The method should ascertain whether a vibration
analysis algorithm can detect major fault progress in drone
flights. In order to track and monitor the anomalies on the
drone, the research proposes the periodogram method on the
vibration data from on-board vibration sensors. The method
was tested with an unmanned aircraft with and without full
payload, and the results provide support for the proposed al-
gorithm, with the ability to determine anomaly from an un-
steady flight but those results being preliminary to further re-
search. This suggests that further drone safety research can
use the same signal processing method regarding vibration
related anomalies.

Keywords:  Vibration analysis, fault detection, in-flight
monitoring, signal processing, automated response, Drone
safety

1. INTRODUCTION

Drones are subjected to various extents of vulnerabilities dur-
ing operation, including failures constituting risks for individ-
uals, inhabited areas, places with high security concerns and
societal acceptance. These push the regulations to enforce
safe, sustainable, and secure operations during which it is in-
tended to provide a less restricted drone use (EU, 2019a,b).
Widely considered to be a good way to deal with the opera-
tional failures is estimating whether any fault has occurred or
about to occur. Such estimations have been widely adopted in
the fields of “Predictive Maintenance” and “Prognostics and
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Health Management (PHM)”. These fields are maturing with
a wealth of progressing methods and algorithms that inspect,
cleanse and transform the monitored signals such as tempera-
ture limits, current, pressure, or even a setting to any physical
quantity which might be considered critical for the system
safety (Goebel et al., 2019).

1.1. Literature review

One of the major topics investigated in PHM of unmanned
aircraft system (UAS) is prognostics of the remaining flying
time at which the UAS can no longer complete the expected
operational tasks. Using prognostics generally involve esti-
mation of the time ahead to critical outcomes such as remain-
ing time to empty drone battery, or a set of features from mon-
itored signals which constitute little or no explicit degradation
signification, but somehow correlated with the conditions that
might possess a risk to the drone safety.

PHM in UAS has gradually broadened and closely follows
various paradigms such as safety modelling. For example,
Saha et al. (2011) provided evidence for a novel health man-
agement system based on a Bayesian inference driven prog-
nostic model which can provide end-of-discharge estimation
for electric UAS. In light of the reported absence of statis-
tically significant flight data, it is reasonable to assume that
the work developed a discharge model for batteries rather
than motivating data-driven approaches. As a matter of fact,
there are numerous UAS prognostic frameworks which also
conceptually approach the safety challenges and look out on
to non-data driven frameworks. In a later work, Saha et al.
(2012) presented a stochastic programming scheme using a
model parameter augmented Particle Filtering framework to
analyse UAS battery performance under some load uncertain-
ties. Comparatively, Balaban & Alonso (2013) carried out
partially observable Markov decision processes and its appli-
cation to UAS mission planning for prognostic decision mak-
ing with complex operating conditions and non-linear degra-
dation uncertainties. A more comprehensive validation by
data can be found in the work of Goebel & Saha (2013) which
presents prognostics for component degradation estimation
and performs an implementation on an electric UAS propul-
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sion. The work employed a model-based Particle Filtering
methodology which was linked to the internal processes of
the battery but also validated by experimental data. By em-
phasising the need for developing data-driven models, Eleft-
heroglou et al. (2019) also utilised data for challenges of
Lithium-Polymer (Li-Po) batteries for UAS. Their work ad-
dressed diagnostic and prognostic measures by using several
discharge voltage information on a data-driven approach of a
Hidden Semi Markov model variant.

The health management of drones needs to be assessed to a
broader extent because there is always a potential risk of fail-
ing to understand the drone failures. That being the case, one
should consider the operational features derived from condi-
tion monitoring data that can provide health indicators to de-
tect and diagnose the degradation in the drone performance.
A well-known example of such features may be calculated
from a vibration power spectrum as it can provide advanced
analytics from measured observations (Goebel et al., 2019).
A study by Bechoefer & Capt (2004) allowed predicting im-
pending failures of rotorcraft drivetrains by analysing vibra-
tion and acoustic emissions data, resulting in the progress to-
ward relatively advanced Health and Usage Monitoring Sys-
tems (Goebel & Saha, 2013).

For unmanned aircraft, earlier research showed an applica-
tion of vibration data analysis techniques in an early model
UAS (Bennett & Abel, 1982). The results were presented in
a flight flutter test of a drone wing. In more recent work of
Simsiriwong & Sullivan (2012), further contributions were
made in vibration analysis of a composite UAS wing. These
studies on drone vibrations showed various explorations in
multiple domains, some focusing on the effects of vibration
in mounted systems, others on the body vibration in drones.
Lai et al. (2012) brought some information about the analysis
of noncommutativity errors of strapdown inertial navigation
system under the vibration in UAS. Vibration environment as-
sessment of UAS has a potential for further development and
hence supported by further studies.

For example, Plasencia et al. (2012) deployed a vibration
analysis in an unmanned helicopter to study the effects of
vibrations on an on-board vision system. Similarly, other
works have developed the use of body vibration to analyse the
drone. Verbeke & Debruyne (2016) proposed a work of nu-
merical vibration analysis into a small UAS multirotor frame.
Their framework allowed critical decisions such as finding
low-vibration locations in which sensitive electronics can be
mounted.

Nguyen et al. (2017) extended the use of body vibration to
the detection of drone presence in critical airspace where
the unmanned operations may lead to harm. They examined
the body vibration as a unique physical characteristics of the
drone for a cost-effective detection system. In a categorically
different choice of vibration analysis, Herrmann et al. (2019)

proposed a structural vibration analysis as exemplified on a
drone based mobile sensing platform. However, this work
was based on the identification of the dynamic structure be-
haviours such as a wind turbine tower. That is to say, they
use drones to study structures rather than analysing the drone
vibrations.

There is an incomplete picture of how to develop a vibration-
based prognostics and predictive maintenance methodology
for drone operations. Actually, vibration analysis has been
regarded as a common condition monitoring scheme used in
the industry for machinery systems and an effective tool for
fault diagnosis and prognosis (Amirat et al., 2009; Yang et al.,
2009; Chen et al., 2015; Saidi et al., 2017). Even though the
vibration based methods in the literature are practised to de-
tect rotating equipment faults with various techniques (Yang
et al., 2009; Ali et al., 2015; Saidi et al., 2017; Ali et al.,
2018), they also carry the potential of identifying the safety
risks of flying drones. They can estimate the health indica-
tor and make the detection and diagnosis of drone perfor-
mance degradation for decision making. Therefore, in or-
der to estimate operational drone failures successfully and
develop more sophisticated procedures for in-flight anomaly
detection, this study aims a comprehensive understanding of
vibration signatures associated with flight anomalies.

1.2. Current work

Granting the fact that an extensive literature has developed
on vibration based data driven diagnostics and prognostics,
this paper responds to the call for an original approach about
overall response system which simultaneously monitors the
vibration data and determines the anomalies and health sta-
tus of the drone. This is visualised in Figure 1 where the
steps are shown chronologically. This representation follows
a standard predictive maintenance workflow: start of the op-
erations with initial conditions and a performance level, sig-
nal monitoring and exploration, feature extraction from the
raw data, state estimation, and performance analysis.

First, the framework involves the process of recording drone
vibrations with the aim of detecting a failure which may be an
indicator of in-flight anomalies or even a developing system
failure. Then, the monitored vibration signals are engaged to
calculate various features in the time. In the following phase,
a periodogram method for the determination of power spec-
tra is performed by segmenting the continuous vibration data
into successive blocks, estimating a periodogram for each of
these blocks, and averaging. This is followed by taking the
maximum value from each block in an attempt to form a
severity indication of the in-flight anomaly or the fault. This
allows to detect the significant trends in health change over
time and to better understand the signal measurements avail-
able during the flight. Finally, the framework can provide
information for further decision making.
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Figure 1. Main steps in vibration signal processing for in-flight monitoring.

The rest of the paper is organised as follows: First, the de-
scription of the drone and test flight program is presented.
This is followed by a presentation of the methodology with
procedures used in the framework. The results and findings
of the study are then summarised. Finally, implications, lim-
itations, and directions for future studies are laid out in the
conclusion section.

2. DRONE AND TEST FLIGHT PROGRAM

The data set was recorded on September 17, 2019, at a small
airfield in Denmark. The data come from a series of sen-
sors mounted on a T50 rotorcraft from Aveox. This is a 90
kg maximum take-off weight turbine-powered rotorcraft with
dual rotors (Flettner system). A total of four flights were
conducted over a period of about 2 hours, each flight last-
ing about 10 minutes. All flights were mostly in hover. The
purpose was to determine the level of vibration of the aircraft
in different flight conditions (with no payload and with full
payload, as well as in strong wind). It was fairly windy that
day, and all flights were conducted in wind speed between 5
and 20 m/s (varying over the flight period and with altitude).

From previous flights, it was observed that when fully loaded
the aircraft exhibited severe vibrations beyond what is accept-
able, and the purpose of the second flight was to determine
more accurately how severe the problem was. After the flights
were conducted and after consultation with the manufacturer,
the problem has largely been remedied by a change to the ro-
tor blade and rotor hub configuration. As such, the vibration
data from the flight are indeed typical for a minor malfunc-
tion that could have developed into a more serious issue of
structural degradation and ultimate disintegration.

The four flights were conducted from the same take-off posi-
tion and to an altitude around 25 meters, with the last flight
being higher to increase the wind speed exerted on the air-
craft. Changes were made to the aircraft between flights as
follows:

1. Initial flight with no payload to establish a baseline. Al-
titude around 25 m.

2. 35 kg payload (steel plates) were fixed to the bottom of
the fuselage. Altitude around 25 m.

3. The 35 kg payload was removed, and a hook was in-
stalled, and a 5 kg payload in a 4 meter long metal chain
was attached. Altitude around 25 m.

4. The 5 kg payload was unhooked, and no other payload
installed. This flight was hover at 25 m, 50 m, and 75 m,
with the nose as well as the right side into the wind.

To record the vibrations, a series of identical IMU sensors
(SparkFun 9DoF Razor IMU) were located throughout the
aircraft.

All seven sensors were fixed to the aircraft in locations as
shown in Figure 2 in random orientations, since only the mag-
nitude is of interest to us. Each sensor records translational
acceleration, angular velocity, and the magnetic field at a rate
of 100 Hz. In addition, horizontal wind speed and direc-
tion were measured on the aircraft using an FT Technology
anemometer at 10 Hz. Although this sensor is located be-
low the aircraft and within the rotor wake, the case can be
made (which is beyond the scope of this paper) that the mea-
surements are quite accurate when the wind speed is above
approximately 5 m/s.

The continuous change of wind speed and direction obviously
affects the aircraft, as can be seen on the flight videos (UAS-
ability, n.d.), and it may also change the vibration pattern due
to aerodynamic effects on the rotor. However, the frequency
of the wind change is so low that it does not have any no-
ticeable effect on the accelerometer data used for analysing
vibrations.

Videos of the test flights are available on the UAS-ability
YouTube channel (UAS-ability, n.d.) (which spotlights the
project that funded the aircraft), or alternatively, can be
searched for "UAS-ability” on YouTube. The videos all
start with the date, i.e. ”’19.09.17”, and "FLOOX refers to
the flight number as listed above. There are four camera
views available; a manual tracking camera, an onboard cam-
era, an overview camera, and a ground station camera (called
MGCS). For the third flight, there is also a video of the air-
craft taken by another drone.


https://www.youtube.com/channel/UCwIUbrNZCwBuWZ4rRBUq3LA
https://www.youtube.com/channel/UCwIUbrNZCwBuWZ4rRBUq3LA
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Figure 2. The photo shows the T50 aircraft with the location of the seven IMU sensors, the wind sensors, and the payloads for
flight 2 and 3. The payload for flight 2 is no mounted, but the location is shown.

3. METHODOLOGY

This section comprises the theoretical analysis of the Welch
method for the application of the Fourier transform to the
power spectra estimation. The method is used in a sliding
window to form a condition indicator of drone flight perfor-
mance.

A well-known application in digital signal processing is the
power spectral estimation of a given data (Barbé et al,
2009). A power spectral density (or simply power spectrum),
P, (f), can be defined as the measure of a signal’s power
content falling within given frequency bins. A periodogram
is based on the definition of such a power spectrum of a signal
which can be considered as a finite time series as:

LQy ey TN—1 (1)

and the periodogram can be defined by the method of Schus-
ter (1898), formulated as (Proakis, 2001):

P ) = 5 IX(P @

Here, X (f) represents the Fourier transform of a sample se-
quence and it is given by:

z(n)e” ¥/ f=0,.,N-1 (3

According to this, the time series can be decomposed into a
spectrum of frequencies.

1 | 2
Per(f) = 5 > a(n)e” FIn (4)
n=0

N S
X1(i)
0 L-1
b0
(i)

Figure 3. Record segmentation

Welch’s method is a modification of this classical peri-
odogram approach (Welch, 1967; Barbé et al., 2009) and it
is also often called the periodogram method. It is carried out
by dividing the time series into sequential segments, using
the periodogram method for each segment, and finding the
average of them (Smith III, 2011). Assuming the length of
the segments be L and the starting points of them be D steps
apart (Welch, 1967), the first segment can be given by:

x1(j) =x(j), je€{0,1,...L -1} (&)

similarly, the second segment is:

x2(j) =2(j+ D), je{0,1,...L -1} (6)

Therefore, the total number of observed data, [V, is:

N=L+D(K-1) 7)
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where K is the total number of segments. The k-th segment
is defined by

wp(j)=x(j+D(k—-1), j=01,...,L—-1 (8
k=1,...K
Such segmentation of time series is shown in Figure 3.

The second modification by Welch (1967) is to weight the
segments by a window

w(j), j=0,1,..,L—1 )

The segments before the computation of the periodogram
form the sequences of:

j=0,1,..,L—1 (10)
k=1,...K

z(Fw(d),

When the sequences are applied into the periodogram
method, the result becomes a “modified” periodogram,

Pyw ()

27

. 1 L—1
B = 157 [ D (e ¥ " (11)
7=0

where U represents a normalization factor for the power in
the window function (Proakis, 2001) and is determined as

1
U==3 w() (12)

Finally, the Welch estimate, PWY (), takes the mean of these
modified periodograms, P, (f).

K
Pl(f) =+ PH(f) (13)

4. TESTING AND RESULTS

Data are captured on each sensor during flight, copied from
there to a common repository and timestamped with an ab-
solute time for comparison. Raw data are recorded from the
sensors and contain instrument errors. Once captured, these
primary data need to be processed to make the analysis easier
during later processing. Every so often, data might include
some extreme measures that are beyond the expected range
and unlike the other measurements. When modelling, it is
needed to clean these outliers to ensure that the observations
best illustrate the case. That being the case, the outliers hav-
ing potential to cause analysis problems are excluded from
the primary data set.

Sensor: Acc at the VECTOR
Axis: Y
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Figure 4. Raw vibration measurements after the outliers re-
moved

Data points that differ significantly from the distribution in-
dicate operational or sensor related error. To find them, the
data, z, is scaled by measuring the deviation of the observa-
tion from the mean of the group. This statistical measure-
ment, called z-score, represents a score’s relationship to the
mean in a group of scores and represented as:

T —p
(o2

z= (14)
When the value of a scaled data point or observation is signifi-
cantly higher than the mean (such as |z;| > 3.5), it is replaced
by using linear interpolation between two neighbour points.

Figure 4 provides a representation of raw data after the out-
lier removal. Of the 7 IMUs mounted on the aircraft, the one



ANNUAL CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2020

ST = S

-5

0 o b
A ) 1 W A '
c‘-,z.?‘ 4359‘ ce® %ﬁﬂ“\ Q’eﬁ;\
Figure 5. Data segmentation into cycle to be applied into
Welch method

most representative for what would be available on a normal
unmanned aircraft, is the IMU mounted directly on the au-
topilot (which is called VECTOR in this aircraft). This is
because it resembles what the autopilot mounted on dampen-
ers would typically measure. Therefore, the data from this
IMU is used in the following.

To apply Welch’s method, the data is segmented by dividing
the recorded time series up and grouping sequentially into
cycles so that the framework can use it more efficiently. These
cycles are represented by different colours in Figure 5 and
the proposed periodogram method will be applied into them
individually.

Figure 6 gives an indication of how the power spectral den-
sity for every single segmented cycle varies with frequency.
Each power spectrum is estimated by dividing the cycles into
overlapping segments, calculating a modified periodogram
for each segment and averaging them. Even though anomaly
severity might be indicated in the sequential colouring, (from
green to yellow), it is not certain whether this is caused by an
increasing fault as the anomaly was due to the high payload.
From the short review from this Figure, it is observed that
the power spectrum values are significantly higher during the
second flight compared to the other three flights. Statistical
features of these periodograms can be potential indicators of
the flight anomaly.

When they are extracted, the obtained features will be associ-
ated with the overall system performance degradation. How-
ever, the statistical features may include unwanted and un-
related noise that the reformatted series may suffer during
capture. Such noise might carry misleading and non-useful
information, even if they are not interfering with other mea-
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Figure 6. Estimations of Welch’s Method from the segmented
cycle data

surements. To highlight longer-term trends and smooth out
short-term fluctuations, a rolling mean filter with a lag win-
dow of 5 steps is applied to the statistical features extracted
from the periodograms.

Table 1. Mean and standard deviation of max(spec)

Flight 1 Flight2 Flight3 Flight 4
x H o101 50.4 8.2 15
3 o 111 415 6.8 15.1
< y H o171 35.2 11.6 15.8
o 89 18.9 5.7 9.8
s n 143 91 10 21.1
o 98 78 5.5 21.6
M 26453 87756 1565 24244
- o 1811 130393 987.5  3069.3
St
& y K 5605 544103 58265 95927
o 61822 58039.5 45442  10344.8
7 n 20256 59825 23686  5832.1
o 21675 51093  1629.7  5939.6
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Figure 7. The progress of max(spec) from four different flights
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Figure 8. Periodograms of the Vector Sum

The maxima of each power spectrum estimation are illus-
trated in Figure 7 with an attempt to understand the fault

Table 2. Mean and standard deviation of max(spec) after the
Vector Sum

Flight_1 Flight2 Flight3 Flight 4
o 49 14.2 4.1 6.7
ag

Acc 2.1 8.4 14 5.4

=
O
o
o
w

Gvro 7922.1 9269 1527.7
y o 769.6 7027.4  587.1 1397.21

progress. The results here and also in Table 1 indicate a rela-
tively small difference in the mean of the accelerometer val-
ues, except for Flight 2. Since a higher mean or standard
deviation score on this scale indicates a stronger anomaly in
the operation, these descriptive statistics suggest that, as ex-
pected from the operational observation and extra payload,
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Figure 9. The progress of max(spec) of the vector sum from four different flights

second flight seem to have a considerably higher deteriora-
tion than the rest of the flights conducted by the same drone.
The findings on the accelerometer may even hint a threshold
level to indicate boundaries of the acceptance region of the
vibration. Such a region can be regarded as a set of values of
the vibration analysis for which the null hypothesis is not re-
jected. Depending on the acceptance region, if there is a sig-
nificant number of critical values, the flight can be terminated
and even an automated emergency landing can be performed
as described in Bektash et al. (2020). However, the ”Z” axis
of gyro at the vector highlights that even a normal operation
such like the one in Flight 4 may surpass the threshold value
or alternatively the abnormal flight cannot be distinguished
by the available information. This suggests that a particular
vibration in a certain direction can lead or fail to demonstrate
a failure, in spite of the fact that the other sensors perform
differently. One way to overcome this issue to apply a "vec-
tor sum” to the three axes of a triaxial sensor to estimate the
vibration overall magnitude which is independent of the axis
and cannot be dominated by a single direction estimation.

The equation for a vector-sum (root-sum-of-squares) vibra-
tion magnitude consists of X, Y and Z directions and is ex-
pressed as follows.

VS, = VX2 +Y2+ 22

So for the vibration levels above, the estimate of the spec-
tral density of the vector sum would be as in Figure 8. Each
power spectrum is calculated by the segmented windows of
the square root of the sum of the squares of the directions.
This correlates best with damage potential of all characteri-
sations of the vibration movements. As the directions have
different degrees of significance, some might have lesser or
higher effect in causing damage. Accordingly, when con-
sidering a critical threshold value after which the flight can
be terminated, Figure 8 gives clearly better results than indi-
vidual directions. This is also valid for the maxima of each

s5)

power spectrum (see Figure 9). In fact, the proposed Vector
Sum method is able to indicate a comprehensible distinction
between the normal and the high vibration flights. The frame-
work can automatically separate between the regular state and
the anomaly state without any required human intervention.
Even though some false alarms can be found in different di-
rections as like in the previous examples, Figure 9 provides
a ’scalar” quantity with only a single measurement. Logi-
cally, when the anomaly state occurs and a potential fault in
the system is found, it is possible for the proposed model to
perform a direct pattern recognition of measurements and de-
tect a discrepancy between the readings and expected values.
The higher mean and standard deviation scores of Flight 2 on
Table 2 confirms this argument and can provide a coherent
level of the acceptance region of the vibration.

5. CONCLUSION

This research contributes to UAS health monitoring literature
by demonstrating the significance of vibration analysis in the
context of estimating the power of a vibration signal at differ-
ent frequencies. By using the Welch’s method, the research
tested the hypothesis that an in-flight anomaly can be detected
by estimating the faulty status on the drones. The power spec-
trum estimations of segmented cycles are used as an indi-
cation of the failure. The results evidently reveal a notable
correlation between condition monitoring data and over pay-
load, indicating that a systematic process of data collection
can be directly used for the condition evaluation of a drone’s
flight performance. Flight with normal operating conditions
are used in the analysis as a way to ensure that the proposed
method actually performs. Nevertheless, the research has not
concluded the reason for the increasing degradation over op-
eration of Flight 2. This changeability might be explained by
the various operational characteristics which are desirable for
future work.
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