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ABSTRACT 

This paper proposes a fault diagnosis framework for very 

low-speed bearings using transfer learning. To handle large 

domain discrepancies between general-speed and very low-

speed bearings, the quantitative analysis is performed using 

operating information and geometries of bearings. From this 

analysis, the domain discrepancy can be quantitively 

compared under various speed conditions. Furthermore, a 

transfer learning technique is proposed to reduce the 

analyzed discrepancies. The domain discrepancy can be 

significantly aligned by integrating the operating 

information and geometries of bearings into transfer 

learning.  Also, the proposed framework is not tailored for 

the specific algorithm; this means that the framework can be 

applied to any transfer learning technique regardless of the 

architecture. The proposed method is validated using two 

bearing datasets under general-speed and very low-speed 

conditions. The results show that the domain discrepancy 

can be quantitatively measured for transfer learning. 

Additionally, the proposed fault diagnosis framework 

outperforms the existing methods by aligning domain 

discrepancies of bearing datasets under large different 

speeds. 

1. INTRODUCTION 

Bearings are one of the most frequently failed components 

in rotary machines. Very low-speed bearings, especially, 

should be carefully managed, because of their large-scale 

nature that can cause severe industrial accidents (Jin, Chen, 

Wang, Han, and Chen, 2021). Therefore, a robust fault 

diagnosis method is required for these large-scale very low-

speed bearings. 

Recent research efforts have tried to apply a transfer 

learning technique for bearing fault diagnosis under 

different operating conditions (Li, Zhang, Qin, and 

Estupinan, 2020). Transfer learning can achieve superior 

performance under insufficient data condition, because it 

can utilize abundant source domain data with insufficient 

target domain data. However, it is hard to transfer 

knowledge from general bearings (i.e. source domain) to 

very low-speed bearings (i.e. target domain) due to the large 

domain discrepancies (Ding, Jia, and Zhao, 2021). The 

speed, load, and specification differences between general 

and very low-speed bearings should be aligned to apply 

transfer learning. Therefore, to my best knowledge, there is 

little research that applies transfer learning to very low-

speed bearings. 

Thus, this paper proposes a qualitative analysis of different 

speeds of bearing systems. The domain discrepancies are 

defined with qualitative values based on operating speeds 

and geometries of bearings. From the analyzed results, the 
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domain discrepancies can be aligned for fault diagnosis of 

very low-speed bearings. The remainder of this paper 

consists of background knowledge on the transfer learning, 

the proposed framework for analysis of domain 

discrepancies between bearing systems, the proposed 

transfer learning technique, experimental validation with 

bearing datasets, and a conclusion. 

2. PROPOSED METHOD 

In this section, the detailed quantitative analysis technique 

and domain alignment method are illustrated. The proposed 

framework for measuring domain discrepancy between 

general and very low-speed bearings is described in Section 

3.1. The measured domain discrepancy can be used for 

aligning domain discrepancies using transfer learning in 

Section 3.2.  

2.1. Quantitative analysis of domain discrepancy 

The domain discrepancy can be defined by rotating speed 

and characteristic frequency. First, The rotating speeds of 

bearings represent the number of revolutions in the signal. 

In the case of general- and very low-speed bearings, there 

are enormous differences in the number of revolutions. 

Second, the characteristic frequency can represent the 

primary fault information in the bearing signals. There are 

periodic impulse signals which can be utilized for fault 

diagnosis of bearings. The longer periods can be observed in 

the very low-speed bearings than in general-speed bearings. 

Therefore, from the differences in these periods of impulse 

signals, domain discrepancy can be measured under 

different speed conditions. 

To quantitively measure the domain discrepancy using 

rotating speed, the speed ratio s can be calculated as follows: 

 s = 
Source speed information

Target speed information
 (1) 

where the speed information can be calculated by rotating 

speed divided by the sampling frequency. s is the final 

domain discrepancy considering speed information. Similar 

to the rotating speed, the domain discrepancy can be 

analyzed by characteristic frequencies as follows: 

 c = 
Source characteristic frequency information

Target characteristic frequency information
 (2) 

where the characteristic frequency information can be 

calculated by characteristic frequency divided by the 

sampling frequency. From the calculated s and c values, the 

domain discrepancies can be quantitatively compared. 

The quantitative analysis can be performed using s divided c 

values. It can be helpful to quantify the domain discrepancy 

between different bearing systems under multiple speed 

conditions. For example, it is reasonable that transferring 

scenario from 1500 to 5 rpm is more difficult than 1500 to 

50 rpm due to the large domain discrepancy. However, it is 

hard to compare scenarios from 1500 to 50 rpm and 1000 to 

30 rpm. By calculating s/c, if their ratio of characteristic 

frequency is the same, a former case is 30 and latter case is 

33.3. This means that 1000 to 30 rpm shows large domain 

discrepancy due to the speed information. As described, the 

proposed method can quantify the domain discrepancy of 

bearing systems using physical information. 

2.2. Domain alignment using transfer learning 

To align massive domain discrepancies between general-

speed and very low-speed bearings, the obtained domain 

discrepancies can be used in the process of the transfer 

learning. First, the target bearing signals are aligned with s 

values through downsampling. The speed information of the 

source and target domain can become identical. The raw 

source data and aligned target data are fed into the feature 

extractor of the neural network to extract common fault 

features from the signals. Second, to align the fault 

information, the c is also used for downsampling. The fault 

information-aligned target data is fed into the trained feature 

extractor in the previous process. Consequently, the source 

and target domain can be effectively used for extracting 

fault features using the quantitative values; s and c. 

The effectiveness of the proposed method can be explained 

in two ways. First, by incorporating the quantified domain 

discrepancy between source and target domains, the 

discrepancy can be reduced in advance using preprocessing. 

In the case of large domain discrepancies, the data-driven 

model is hard to converge at the optimum values. Therefore, 

the preprocessing can be useful for improving the 

performance of the model. Second, the proposed domain 

alignment technique can be used as a form of module. This 

means that the proposed method is model-agnostics; it can 

be applied to any existing domain alignment methods. 

3. EXPERIMENTAL VALIDATION 

3.1. Data descriptions 

The proposed method is validated with general-speed and 

very low-speed  bearing datasets. The general-speed 

bearings operate under 1500 rpm, and the very low-speed 

bearings operate under 15 rpm as described in Table 1. The 

number of training samples is much larger in the general-

speed dataset, because the assumption of transfer learning is 

sufficient number of source samples and insufficient number 

of target samples. In addition, the scales of the very low-

speed bearings are seven times larger than the general-speed 

bearings. The transfer scenario is set the general-speed 

bearings as the source domain, and the very low-speed 

bearings as the target domain. 
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Table 1. Meta-information of the used dataset. Each 

dataset contain normal (N), inner race fault (IF), outer 

race fault (OF), and rolling element fault (RF) 

conditions. 

Dataset Speed Health state Number of samples 

(Train/Test) 

General- 

speed 
1500 rpm N/IF/OF/RF 300/80 

Very low- 

speed 
15 rpm N/IF/OF/RF 100/80 

 

3.2. Fault diagnosis performances 

The fault diagnosis results of very low-speed bearings are 

illustrated in Table 2. The proposed model shows superior 

performances than the existing maximum mean discrepancy 

(MMD) model, and domain adversarial neural network 

(DANN) model. This improvement can be achieved by the 

quantitative analysis of the different speeds of bearing 

systems and their incorporation to transfer learning 

procedures.  

Table 2. Comparative study for the proposed domain 

alignment methods through fault diagnosis performance. 

Model Accuracy 

MMD 72.00 % 

DANN 68.06 % 

Proposed model 76.44 % 

4. CONCLUSION 

This paper proposes the fault diagnosis framework for very 

low-speed bearings using transfer learning. For the 

appropriate alignment of large domain discrepancies, the 

speed and fault information is used for quantitative analysis. 

These values are also used for the domain alignment process 

in transfer learning. Consequently, transfer learning can be 

performed successfully to diagnose very low-speed 

bearings. 
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