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ABSTRACT

As the burden of respiratory diseases continues to fall on
society worldwide, this paper proposes a high-quality and re-
liable dataset of human sounds for studying respiratory ill-
nesses, including pneumonia and COVID-19. It consists of
coughing, mouth breathing, and nose breathing sounds to-
gether with metadata on related clinical characteristics. We
also develop a proof-of-concept system for establishing base-
lines and benchmarking against multiple datasets, such as
Coswara and COUGHVID. Our comprehensive experiments
show that the Sound-Dr dataset has richer features, better
performance, and is more robust to dataset shifts in var-
ious machine learning tasks. It is promising for a wide
range of real-time applications on mobile devices. The pro-
posed dataset and system will serve as practical tools to sup-
port healthcare professionals in diagnosing respiratory dis-
orders. The dataset and code are publicly available here:
https://github.com/ReML-Al/Sound-Dr/.

1. INTRODUCTION

Abnormalities can be discovered in the respiratory sounds of
individuals with fever, asthma, tuberculosis, pneumonia, and
COVID-19 compared to the sound of those without these con-
ditions. A solid body of literature has shown the effectiveness
of respiratory sounds in disease detection with the use of ar-
tificial intelligence (AI) (Song, 2015; Sakkatos et al., 2019;
Yang et al., 2022). Furthermore, Al systems and data can be
periodically updated, thereby improving accuracy and relia-
bility. In real-world situations, sound-based medical screen-
ing tools can be widely deployed in multiple locations, such
as airports, factories and supermarkets.
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To date, there are several respiratory sound datasets to de-
tect diseases, such as the Internal Conference on Biomedi-
cal Health Informatics (ICBHI) data (Rocha et al., 2019) in
which each audio recording identifies the patients in terms
of being healthy or exhibiting one of the following respira-
tory diseases or conditions including COPD, Bronchiectasis,
Asthma, Upper and Lower respiratory tract infection, Pneu-
monia, and Bronchiolitis. To detect COVID-19, there are
also two well-known datasets from New York (NYU Breath-
ing Sounds for COVID-19, 2020) and Cambridge (Brown et
al., 2020) universities. These respiratory datasets, however,
are likely prone to reliability issues, as shown in our later
experiments with the use of a dataset shift detection method
(Rabanser, Gilinnemann, & Lipton, 2019).

In order to build a high-quality and reliable dataset, we devel-
oped a system to collect respiratory sound data in an efficient
manner, such as recording each sound multiple times to re-
duce the impact of unwanted noises and capture the average
sample’s duration longer for better reliability. As a result, our
dataset, named Sound-Dr, is collected under many different
diseases, such as fever, asthma, and COVID-19, to enable re-
searchers to solve various machine-learning problems related
to respiratory diseases, including disease classification and
anomaly detection.

The Sound-Dr dataset contains three types of respiration
sounds, including nose breathing, mouth breathing, and
coughing, with extensive lengths to foster more possibilities
in machine learning algorithms and model deployments. Be-
sides the audio recordings, metadata and health-related char-
acteristics (e.g., smoking, insomnia) are included with high
quality and data richness, which can be useful for multiple
machine learning tasks on medical diseases related to respi-
ratory systems.

Compared to existing datasets, the Sound-Dr dataset has mul-
tiple advantages with the following contributions:
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* In collaboration with medical experts (Woolcock Insti-
tute of Medical Research Vietnam, 1981), we contribute a
publicly available, high-quality, and reliable dataset with
a sampling rate of 48,000 Hz and an average duration of
23s for respiration sounds, including breathing (nose &
mouth) and coughing.

* Besides the audio recordings, the dataset also provides
metadata and health-related characteristics for various
tasks in machine learning, including but not limited to
disease classification, anomaly detection, and symptom
recognition for respiratory illnesses. It is suitable for
large-scale adoption and deployment via smart devices
for homes or businesses.

» This paper establishes an open baseline framework to
facilitate benchmarking the Sound-Dr dataset and other
datasets in terms of performance and robustness, as well
as the efficiency of the data collection.

2. BACKGROUND
2.1. Studies of Human Sounds for Medical Screening

In medicine, human sounds have been well-studied as viable
inputs for identifying vocal fold pathology, which involves
either subjective or objective assessments. In subjective ap-
proaches, a skilled medical professional hears the sound sig-
nal and determines whether it is diseased or normal based on
their prior training and experience. Nevertheless, depending
on the level of experience, this type of evaluation may differ
from doctor to doctor (Kreiman, Gerratt, & Precoda, 1990).
As a result, both medical and engineering professionals are
paying more and more attention to objective approaches to
voice pathology.

Many medical conditions can be accurately identified using
computer-aided voice pathology classification tools and deep
learning techniques. For example, a recent study (Deb et al.,
2022) proposed a deep learning-based classification model
that can accurately predict whether a person has a cold or
not based on their speech on URTIC dataset. This dataset
is highly imbalanced, with only 2876 samples having Cold
class. On the other hand, No Cold class contains 25776 sam-
ples. Moreover, Mo et al. (Mo, Gui, & Fletcher, 2022) pro-
poses a computer-based deep learning algorithm that could
enable rapid screening of the most common pulmonary dis-
eases (COPD, Asthma, and respiratory infection (COVID-
19)) using voluntary cough sounds alone.

During the global pandemic, Sharma et al. (N. K. Sharma
et al., 2022) presented a challenge aimed at accelerating the
research in acoustics-based detection of COVID-19, a valu-
able topic at the intersection of acoustics, signal processing,
machine learning, and healthcare. This was an open call with
great interest from the research community.

2.2. Machine learning datasets for respiratory diseases

The use of machine learning has become increasingly promis-
ing for the detection and monitoring of respiratory illnesses.
A recent work (Pham et al., 2022) presented an exploration
of various deep-learning models for detecting respiratory
anomalies from auditory recordings. Authors used the ICBHI
2017 (Rocha et al., 2019), each audio recording contains one
or different types of respiratory cycles, labeled as Crackle,
Wheeze, Both Crackle & Wheeze, or Normal. Using a late fu-
sion of inception based and transfer learning frameworks out-
performs state of the art, recording the best score of 57.3%.
Another study (Islam, Abdel-Raheem, & Tarique, 2022) ap-
plied a CNN for discriminating pathological voices from nor-
mal voices with the speech samples from Saarbriicken Voice
Database, which is a collection of speech and electroglottog-
raphy signals of more than 2000 speakers. Resulting in F1
scores of 78.7%.

There are also recent datasets for respiratory diseases, such
as COUGHVID (Orlandic, Teijeiro, & Atienza, 2021) and
Coswara (N. Sharma et al., 2020). COUGHVID is a global
cough signal recordings dataset for COVID-19 detection with
some clinical information and metadata. And Coswara is an-
other dataset composed of voice samples from healthy indi-
viduals, including breathing sounds (fast and slow), cough
sounds (deep and shallow), phonation of sustained vowels,
and counting numbers. These datasets are large-scale and
regularly updated; nevertheless, they are susceptible to relia-
bility issues due to their intrinsic properties and distributional
characteristics. We use these two datasets for performance
benchmarking and evaluate the dataset shift problem.

3. SOUND-DR DATASET AND TASK DEFINITION
3.1. Sound-Dr Dataset Collection

Sound-Dr dataset is a project! of AI Center of FPT Software
Company Limited (FPT, 1999), an entity in charge of Al re-
search and development with consultation from the Woolcock
Institute of Medical Research, Vietnam (Woolcock Institute of
Medical Research Vietnam, 1981). The application collects
users’ demographic information, medical history, and records
of voices and respiratory sounds. The Sound-Dr dataset was
solely collected by FPT for community purposes during the
peak season of the COVID-19 pandemic in Vietnam from Au-
gust 2021 to October 2021. We treat ethical issues as im-
portant, and users were prompted to read about our terms
and conditions and give us their consent solely for develop-
ment and community purposes. Therefore, the dataset has the
agreement and consent of all users.

In the data collection, we developed web-based and mobile-
based applications for users to easily interact and record three

ttps://www.fpt-software.com/fpt-softwares—ai-app
—-listens-out-for-respiratory-diseases—amid-looming
—covid-19
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different sounds: (1) mouth breathing, (2) nose breathing, and
(3) coughing. With the involvement of medical experts in the
field, for each audio type, users are requested to record at
least three times with a minimum duration of 5 seconds in
each turn. The sample rate of 48,000 Hz is set to be the de-
fault, and no noise reduction method is used in web-based
or mobile-based applications to collect the true nature of the
data. Additionally, some metadata of users is also collected
via a survey form which includes personal information (e.g.,
age and gender), related respiratory illness symptoms, smok-
ing status, and COVID-19 diagnosis, as shown in Table 1.

Table 1. Metadata fields of the Sound-Dr dataset.

Fields
Demographics Sex options

Details
Gender: Male, Female

Categories

Ages Age

Current city The current city living

Related-Flu
Symptoms

Symptoms  status Symptoms since last 14 days: Fever,

choice Chills, Sore throat, Dry cough, Wet
cough, Stuffy nose, Snivel, Headache,
Difficulty breathing or feeling short of
breath, Muscle aches, Dizziness, Con-
fusion or vertigo, Tightness in your
chest, Loss of taste and smell, None

Medical Con- Condition choice
ditions

The medical conditions of the subject:
Asthma, Diabetes, Cystic fibrosis,
COPD/Emphysema, Pulmonary fibro-
sis, Other lung diseases, Angina, Pre-
vious stroke or Transient ischaemic
attack, Cancer, Previous heart attack,
Valvular heart disease, HIV or im-
paired immune system, Other long-
term condition, Other heart diseases,
Previous organ transplant, None

Insomnia
Symptoms

Insomnia status How often the subject suffers from

choice insomnia: Never, Once in the last 2
weeks, Once a week, 2 to 3 days a
week, 4 days a week or more

Smoking
Status

Smoking status
options

Never smoked, Ex-smoker,

Current smoker (less than once a
day), Current smoker (1-5 cigarettes
per day), Current smoker (11-20
cigarettes per day), Current smoker
(21+ cigarettes per day),

COVID-19
Status

Cov19 status choice How long has had a positive test for
COVID-19: Never, In the last 14 days,
More than 14 days ago.

F condition choice Status with COVID-19 of a subject

3.2. Descriptive Statistics of Sound-Dr Dataset

We obtained a dataset of 3,930 sound recordings; the distri-
bution of coughing, mouth breathing, and nose breathing is
presented in Figure 1. There are 1,310 in total subjects with
gender distribution shown in Figure 2 and age distribution
presented in Figure 4. It can be seen that more males (e.g.
60%) than females (e.g. 40%) participated in our program. In
terms of age groups, subjects between 20 and 40 years old are
dominant. Regarding the smoking status, Figure 3 indicates
that 90% of the subjects are non-smokers. From 346 COVID-
19 positive subjects, there are 293 objects with symptoms and
193 objects without symptoms.

Statistics of the duration, shown in Figure 5, reveal several
interesting characteristics in quantifying above mentioned
datasets. Some lengths of audio in Coswara and COUGHVID
samples are less than 1s, which might lead to being unquali-
fied for the training model and errors in the reading input data
process. Nevertheless, the Sound-Dr dataset has longer dura-
tions to ensure that training data is split into even parts and
does not require padding when the sound length is unsatis-
factory. Moreover, regarding statistics of the sampling rate,
the Coswara and COUGHVID datasets have audio sampling
rates of 44100Hz and 22050Hz, respectively. The Sound-Dr
dataset has a higher sampling rate; therefore, our training data
can be easily converted to different sampling rates for bench-
marking. Our data collection system was built skillfully to
ensure the best quality for machine learning tasks.

3.3. Task Definition

Given the Sound-Dr dataset, we propose three main tasks:
(D) Detect negative or positive COVID-19 subjects, (I) De-
tect subjects with and without related respiratory symptoms,
and (III) Detect normal subjects and anomaly subjects (i.e.,
anomaly subjects are positive COVID-19 or present related
respiratory symptoms). For each task, the audio input of
coughing, mouth breathing mouth, and nose breathing are
evaluated independently.

Based on the metadata as shown in Table 1, the total of 1,310
subjects are separated into: COVID-19 negative and COVID-
19 positive subjects, subjects with and without symptoms,
and normal and anomaly subjects for task I, II, and III re-
spectively as shown in Figure 6.

To evaluate the Sound-Dr dataset for each defined task, we
apply a 5-fold cross-validation method where the final result
is an average of all folds. Random seeds are used to ensure
that results are reproducible and the data is divided the same
way into all methods for benchmarking. Every experiment’s
result is an average of the 5 different seeds. The evaluation
metrics in use are Accuracy (Acc), F1 score (Sasaki, 2007),
and AUC (Bradley, 1997). All the model training, bench-
marking, and evaluation tasks have been executed in a system
with Ubuntu 18.04, 12 GB RAM, and NVIDIA GTX 1080
GPU.

4. BASELINE SYSTEM

Given the Sound-Dr dataset, we develop a deep-learning-
based framework to explore, which is referred to as the base-
line. Generally, the baseline framework can be separated into
two main steps: Feature extraction and Classification.

4.1. Feature Extraction

The raw audio from one channel (mono) is firstly re-sampled
with a sample rate of 16000 Hz using Librosa toolkit (McFee
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Figure 4. Age Group Data Distribution.

et al., 2015). Then, re-sampled audio recordings are fed into
a pre-trained model to extract embedding features. In this pa-
per, the pre-trained model is from both TRILL (Shor et al.,
2020) and FRILL (Peplinski, Shor, Joglekar, Garrison, & Pa-
tel, 2021), which is recommended for downstream tasks on
non-semantic speech signals. Using TRILL to extract fea-
tures from Cough sounds for detecting COVID-19 has also
been proven effective (Hoang, Pham, Ngo, & Nguyen, 2022).

While the pre-trained TRILL model is based on ResNet ar-
chitecture presenting a large footprint, the pre-trained FRILL
model is built on MobileNet architecture, leveraging knowl-
edge distillation from the pre-trained TRILL model. As a
result, the pre-trained FRILL model is suitable for real-time
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application on edge devices (i.e., FRILL pre-trained model is
32 times faster on a Pixel 1 smartphone and equals to 40%
of TRILL size, but still competitive to TRILL model with an
average decrease of only 2% in terms of accuracy).

The outputs of both pre-trained models are a time series of
one embedding. This means we obtain one embedding (i.e.,
2048-dimensional vector) from every second when feeding
the audio recordings with different lengths from the Sound-Dr
dataset into the models. Hence, we obtain multiple embed-
dings representing one audio recording. Consequently, we
conduct two statistical features of mean and standard devia-
tion across the time axis. We then concatenate these features
to create the final embedding (4096-dimensional vector).
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Table 2. The setting parameters of Classification

Tasks Models

Task I: COVID-19 XGB
Subject Detection

Setting Parameters

max_depth = 6, learning_rate = 0.07,
scale_pos_weight = 2.78, n_estimators
= 200, subsample = 1, colsam-
ple_bytree = 1, eta = 1, objective = ‘bi-
nary:logistic’, eval_metric = ‘auc’

Task II: Symptom XGB,
Subject Detection, XGBOD
Task III: Anomaly

max_depth = 7, learning_rate = 0.3,
scale_pos_weight = 1.7, n_estimators =
200, subsample = 1, colsample_bytree

Subject Detection = 1, nthread = -1, eval_metric =
‘logloss’
Isolation n_estimators = 500, max_samples =

Forest ’auto’, contamination = 0.1

4.2. Classification

We conduct experiments on the Support Vector Machine,
Random Forest, Multilayer Perceptron, ExtraTrees Classifier,
LightGBM, and XGB Classifier. Anomaly detection mostly
focuses on unsupervised or semi-supervised settings, we use
Isolation Forest (Liu, Ting, & Zhou, 2008), and XGBOD
(Zhao & Hryniewicki, 2018) for actually seeing the usage of
this dataset for anomaly detection for recognizing the out-
liers. However, we only achieved a good score on XGB Clas-
sifier for both Coswara and COUGHVID. Therefore, to build
a baseline system and classify extracted embedding features
into certain groups defined in Section 3.3, we use XGB Clas-
sifier (Friedman, 2000). To fine-tune hyper-parameters of
this classifier, shown in Table 2, we make use of the Op-
tuna framework (Akiba, Sano, Yanase, Ohta, & Koyama,
2019) with the Grid Search algorithm. All these classification
models are implemented by using XGBoost library (Chen &
Guestrin, 2016) for XGB Classifier, Python Outlier Detec-
tion library (Zhao, Nasrullah, & Li, 2019) for XGBOD, and
Scikit-Learn toolkit (Pedregosa et al., 2011) for the others.

4.3. Experimental Results and Discussion

We experimented with the task of COVID-19 Detection based
on the three collected sound types: Cough, Breathing mouth,
and Breathing nose, as illustrated in Table 3. The perfor-
mance using Breathe Mouth and Breathe Nose is lower com-
pared to the Cough sound data. The best performance using
Cough sound scores 88.44 AUC, 73.13 F1, 86.06 Accuracy.
Although TRILL outperforms FRILL on Accuracy by about
0.2% (86.06-86.26 Acc), on F1 and AUC metrics, FRILL per-
forms better for 2% (73.13-71.34, 88.44-86.56 AUC). There-

Table 3. The experimented results on Sound-Dr dataset over
five runs. Results in bold font mark the best results given the
same (fair) task.

Data Feature - Classifier Detection Acc F1 AUC
Type Task Mean Mean Mean (Std)

Cough  TRILL - XGB Symptom  78.78 67.22 80.86 (00.58)
COVID-19 86.56 71.34 86.56 (01.09)

Abnormal  77.25 67.46 79.20 (00.66)

FRILL - XGB Symptom  79.05 67.67 81.23 (00.33)

COVID-19 86.06 73.13 88.44 (00.38)
77.18 68.12 81.16 (01.11)
Symptom  74.43 62.65 78.45 (01.03)
COVID-19 82.75 67.44 85.55 (00.79)
Abnormal  75.64 65.66 78.03 (01.28)
Symptom  79.31 65.65 80.57 (00.65)
COVID-19 86.18 70.76 87.23 (01.14)
75.04 66.04 78.79 (00.62)
Breathing TRILL - XGB Symptom  78.47 63.75 78.75 (01.08)
Nose COVID-19 86.11 70.16 85.04 (00.72)
76.34 64.37 78.24 (00.71)
Symptom  79.54 65.19 79.80 (00.86)
COVID-19 8450 70.28 85.79 (00.97)
77.10 67.74 80.75 (00.93)

Abnormal

Breathing TRILL - XGB
Mouth

FRILL - XGB

Abnormal

Abnormal

FRILL - XGB

Abnormal
Abnormal: Symptom + COVID-19.

fore, we use FRILL for our baseline model as it is satisfactory
for the real environment that needs fast, accurate detection,
especially on mobile devices.

In addition, we also experiment with the Abnormal Detection
in respiratory sound by adjusting the label which we com-
bine the COVID-19 Positive and Symptomatic status into Ab-
normal labels. Using XGB Classifier with hyper-parameters
shown in Table 2, we achieve promising results of 81.16
AUC, 68.12 F1, and 77.18 Accuracy. On XGBOD, results
of 82.95 AUC, 70.02 F1, and 79.77 Accuracy show that the
unsupervised settings can be used on this dataset for anomaly
detection. The performance comparison is described in Table
4. This shows that our dataset has potential for more reli-
able outcomes on multiple tasks, such as Outlier Detection
and Anomaly Detection in Respiration Sound. We hope that
models based on the Sound-Dr dataset could be built to sup-
port the doctor’s diagnosis of disease faster and more accu-
rately in the future.

5. BENCHMARKS
5.1. Dataset Shift Detection

Besides evaluating the effectiveness of the models applied
on 3 datasets, we parallelly consider the dataset shift prob-
lem that contributes to measuring the dataset’s robustness. It
happens due to the different distributional characteristics of
data between train and test set (Quionero-Candela, Sugiyama,
Schwaighofer, & Lawrence, 2009).
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Table 4. The benchmark results of unsupervised methods
on other datasets over five runs for Abnormal Detection task
(Symptom + COVID-19). Results in bold font mark the best
results given the same (fair) dataset.

Data Type Feature - Classifier Acc F1 AUC
Mean Mean Mean (Std)
Coswara FRILL - IsolationForest 76.63 16.37 49.82 (02.99)

FRILL - XGBOD 76.23 41.47 67.44 (01.25)

COUGHVID FRILL - IsolationForest 74.99 15.38 49.45 (00.68)
FRILL - XGBOD 49.62 33.96 58.84 (01.62)

FRILL - IsolationForest 60.31 15.86 53.64 (00.54)
FRILL - XGBOD 79.77 70.02 82.95 (01.33)

Sound-Dr
(Ours)

Table 5. Detecting Dataset Shift Using Failing Loudly

Data type Number of samples from test

50 100 500 1000 10000
Coswara 028 044 043 043 042
COUGHVID 039 044 040 080 041

Sound-Dr (Ours) 0.25 029 039 038 0.38

Many machine learning algorithms are based on the assump-
tion that the training and test data are drawn from the same
distribution; thus, dataset shift might lead to the model’s
tremendous performance degradation. We qualify the ro-
bustness of the dataset between Sound-Dr, Coswara, and
COUGHVID by detecting accuracy shifts indicating the de-
gree of distribution shifting in the dataset.

We conducted several experiments based on a pipeline for
detecting dataset shift by a two-sample-testing-based ap-
proach, using pre-trained classifiers for dimensionality reduc-
tion (Rabanser et al., 2019). Specifically, the train and test set
is reduced in dimension and subsequently analyzed via statis-
tical hypothesis testing. We investigate the equivalence of the
source distribution (from which training data is sampled) and
target distribution (from which real-world data is sampled).
The shifting of datasets is evaluated with various amounts of
samples including 50,100,500,1000,10000 accordingly. Ta-
ble 5 shows that the Sound-Dr dataset exhibits less shifting in
train-test distribution. Over samples, our result reached bet-
ter values of about 15% and 26% with respect to Coswara
and COUGHVID; thereby leading to lesser risk of drifting
and more reliability for real-world deployment.

5.2. Task Performance

The paper aims to establish performance benchmarks for
multiple machine-learning tasks. We exploit extracted fea-
tures through SVMs with linear kernels for classification
tasks. Specifically, we use several extraction methods includ-
ing FRILL, OpenSmile (Eyben, Wollmer, & Schuller, 2010),
OpenXBOW (Schmitt & Schuller, 2017) and Deep Spectrum
(Amiriparian et al., 2017) to extract feature representations
from preprocessed raw audio data. Acquired representations

Table 6. The benchmark results of supervised methods on
other datasets over five runs. Results in bold font mark the
best results given the same (fair) feature.

Data Type Feature - Classifier Detection Acc F1 AUC
Task Mean Mean Mean (Std)
Coswara FRILL - SVM COVID-19 74.97 40.94 65.12 (01.42)
Abnormal  70.78 39.16 58.71 (00.92)
OpenSmile - SVM  COVID-19 74.83 43.58 67.61 (01.69)
Abnormal  68.24 32.85 58.70 (01.33)
DeepSpectrum - COVID-19 75.19 17.52 51.48 (01.71)
SVM Abnormal  72.38 19.36 51.31 (01.66)
OpenXBoW 1000 - COVID-19 76.92 41.07 64.97 (01.16)
SVM Abnormal  73.10 29.52 56.91 (02.10)
OpenXBoW 2000 - COVID-19 80.28 42.29 65.15 (01.40)
SVM Abnormal  73.74 29.51 56.99 (01.27)
OpenXBoW 3000 - COVID-19 78.01 43.98 65.01 (02.21)
SVM Abnormal  76.87 30.56 56.00 (01.98)

COUGHVID FRILL - SVM COVID-19 81.49 16.89 54.60 (00.63)
Abnormal  64.69 23.55 50.89 (00.43)
COVID-19 80.80 15.68 53.66 (01.35)

Abnormal  65.34 25.01 51.89 (01.12)

OpenSmile - SVM

DeepSpectrum - COVID-19 49.78 14.15 49.02 (01.32)

SVM Abnormal  49.00 27.55 49.53 (00.58)

OpenXBoW 1000 - COVID-19 79.47 15.77 53.67 (01.87)

SVM Abnormal  72.12 21.62 52.26 (01.40)
OpenXBoW 2000 - COVID-19 86.20 11.45 51.86 (01.67)

SVM Abnormal  69.84 21.40 51.37 (00.94)
OpenXBoW 3000 - COVID-19 83.04 15.00 55.35(00.84)

SVM Abnormal  67.67 21.59 50.72 (00.78)
Sound-Dr  FRILL - SVM COVID-19 82.53 70.48 81.37 (00.85)
(Ours) Abnormal 76.11 69.45 75.54 (00.26)
OpenSmile - SVM  COVID-19 69.31 56.96 71.75 (01.41)

Abnormal  65.04 59.33 65.83 (01.92)

DeepSpectrum - COVID-19 64.58 38.62 57.41 (01.51)

SVM Abnormal  58.02 45.22 55.71 (00.95)

OpenXBoW 1000 - COVID-19 75.40 59.56 72.77 (01.96)

SVM Abnormal  64.43 55.19 63.35 (01.65)
OpenXBoW 2000 - COVID-19 75.25 60.27 73.42 (02.10)

SVM Abnormal  66.26 59.60 66.46 (02.00)
OpenXBoW 3000 - COVID-19 75.56 59.84 72.99 (01.32)

SVM Abnormal  68.02 58.31 66.45 (01.69)

Abnormal: Symptom + COVID-19.

were scaled to zero mean and unit standard deviation follow-
ing the parameters from the respective training set. These nor-
malized features were applied to the SVM model employed
by the Scikit-Learn toolkit (Pedregosa et al., 2011) with its
class LINEARSVC with the optimized complexity parameter
C. We conduct experiments in these settings and unify them
to a result in Table 6.

We utilise the same feature extraction process and classi-
fier (SVM) for COVID-19 and abnormal detection tasks on
datasets. The experiment results on the Sound-Dr dataset are
better than the two other datasets in Table 6. The task per-
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formance improvements are statistically significant for both
COVID-19 Detection and Abnormal Detection on both the
Coswara and COUGHVID datasets respectively.

It demonstrates that the Sound-Dr dataset might provide po-
tential features for detecting anomalies in respiratory sounds
such as cough and breath. In addition, better results of the
Sound-Dr dataset indicate that our dataset was processed well
to obtain high-quality samples during data collection.

6. CONCLUSION

High-quality respiratory sound data, which can be used to
detect patient symptoms, is in demand; thus, the Sound-Dr
dataset is essential for researchers to build health applica-
tions. We also build a system to evaluate multiple datasets
and create the first baseline system for future research and
benchmarking. Based on our comprehensive experimental
results, the Sound-Dr dataset is better than multiple existing
datasets in terms of both unsupervised and supervised meth-
ods. Therefore, the Sound-Dr dataset is effectively collected
with extensive lengths to minimize various noises. Further-
more, our dataset’s unique properties and metadata of health-
related characteristics are more reliable against dataset shifts.

We build a model using FRILL embedding and XGBoost
classifier for potential real-life context that necessitates rapid
and accurate detection. It also helps the researchers easy to
explore to improve the performance compared with the base-
lines. With the baseline system and dataset available, re-
searchers have the advantage of rapid development of solu-
tions in high demand. With the Sound-Dr dataset, we hope
that researchers accelerate the building of Artificial Intelli-
gence models to support doctors diagnose diseases faster and
more accurately. The Sound-Dr dataset is collected from var-
ious mobile devices, with rigorous data collection methods,
promising to apply widely in real-world situations.

With the increasing impact of respiratory illnesses, the
Sound-Dr dataset is proposed in collaboration with medi-
cal experts to study respiratory anomalies, including pneu-
monia and COVID-19. As the baseline, this dataset can be
useful to qualify respiratory disease screening/abnormal de-
tection/symptom classification. In real-world scenarios, the
dataset has been used in multiple medical apps for rapid
screening due to its quality and robustness such as Respira-
tory diseases, COVID-19, and Respiratory anomalies.

In our pipeline, more data are needed in the field to en-
hance neural networks optimally. Although we provide an
additional dataset on respiration to increase the distribution
of data, more data are needed across many countries with
a larger number of subjects. By collecting data from sub-
jects from South East Asia, our research aims to provide the
groundwork for future advancements in information process-
ing and machine learning.
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