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ABSTRACT

This paper presents a comprehensive study on diagnosing a
spacecraft propulsion system utilizing data provided by the
Prognostics and Health Management (PHM) society, specifi-
cally obtained as part of the Asia-Pacific PHM conference’s
data challenge 2023. The objective of the challenge is to iden-
tify and diagnose known faults as well as unknown anomalies
in the spacecraft’s propulsion system, which is critical for
ensuring the spacecraft’s proper functionality and safety. To
address this challenge, the proposed method follows a sys-
tematic approach of feature extraction, feature selection, and
model development. The models employed in this study are
kMeans clustering and decision trees combined to ensembles,
enriched with expert knowledge. With the method presented,
our team was capable of reaching high accuracy in identifying
anomalies as well as diagnosing faults, resulting in attaining
the seventh place with a score of 93.08 % in the data challenge.

1. INTRODUCTION

Technical systems, such as production systems, wind turbines
and spacecraft are increasingly complex with multiple com-
ponents, which can fail unexpectedly due to various faults.
Enhanced diagnostics and prognostics are cornerstones of
PHM to avoid or mitigate such failures that typically have
economical, human and environmental impacts. On one hand,
enhanced diagnostics involves early detection of faults before
manifestation into failure. Furthermore, it involves isolat-
ing the faulty component and identifying the severity of such
faults (Katipamula & Brambley, 2005). On the other hand,
prognostics involve prediction of the evolution of detected
faults and the estimation of the remaining useful life (RUL).
This paper focuses on diagnostics as an enabler of prognostics,
through transparent and early fault detection, isolation and
identification. Although not an exhaustive literature review
of all available fault diagnostics methods, an overview of the
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general methods is given in the following paragraphs.

Zhang et al. (Zhang, Zhang, Wang, & Habetler, 2020) pro-
vided an in-depth literature review on deep learning methods
for automatic feature extraction and unsupervised diagnostics.
Although deep learning methods yield high accuracy, they
require large amount of training data and it is hard to explain
the learned relationships.

Rodriguez Ramos et al. (Rodriguez Ramos et al., 2019) em-
ployed a fuzzy-logic-based approach to successfully diagnose
single, multiple and unknown faults of a simulated continuous-
stirred tank heater. However, their approach builds on the
residual between the system output and the output of a first
principle model. It therefore requires measurements of the
system inputs. The proposed method is infeasible, where the
system inputs are not synchronously measured with the system
output. Furthermore, high-fidelity models can become very
costly to evaluate for complex systems.

Gao et al. (Gao, Yang, Xing, & Xu, 2012) utilized prin-
cipal component analysis for dimensionality reduction and
subsequently diagnosed multiple faults on a space satellite via
multi-class support vector machine (SVM) with high predic-
tion accuracy. The multi-class SVM involved a one-vs.-all
scheme and was trained with sufficient amount of data. A
limitation of the proposed method is that mixed fault modes
are not accounted for.

A main contribution of this paper is the realization of a compre-
hensive diagnostics methodology by appropriately incorporat-
ing several machine learning techniques and expert knowledge.
Specifically, an ensemble of decision trees is utilized to detect
and isolate known faults and k-means is employed to cluster
known faults from unknown faults. The next section describes
the employed feature extraction and selection methods for
time series data. Furthermore, a brief overview of decision
trees is provided. Afterwards, the diagnostics methodology
is evaluated based on an experimental spacecraft propulsion
system. Subsequently, the results are laid out and the main
findings are summarized.
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2. THEORETICAL FRAMEWORK

In this section, a general approach is described to address
the diagnostics tasks comprising fault detection, fault isola-
tion, and fault identification. The framework involves feature
extraction, feature selection, and model development. These
pivotal steps form the basis of the presented diagnostic method-
ology to construct a highly accurate and reliable model. This
chapter outlines the fundamental principles and tools guiding
the adopted diagnostic approach in the spacecraft propulsion
system.

Feature extraction

Feature extraction is employed to unveil meaningful and sig-
nificant underlying information from condition monitoring
data. Commonly considered domains for extracting features
from data of technical systems are time, frequency and time-
frequency domain features (Kimotho & Sextro, 2014; Nie,
Zhang, Xu, Cai, & Yang, 2022). Many toolboxes are avail-
able to automatically extract features from time series data.
A comprehensive feature extraction toolbox is the MATLAB
package HCTSA, short for highly comparative time series anal-
ysis (B. Fulcher et al., 2020). This package includes more than
7700 features across all domains, which are extracted from
univariate time series (B. D. Fulcher, Little, & Jones, 2013). It
comprises more features than available alternative packages
such as the python package tsfresh, short for time series feature
extraction on basis of scalable hypothesis tests (Christ, Braun,
Neuffer, & Kempa-Liehr, 2018). Condition monitoring signals
typically comprises waveform signals, making it a suitable
candidate for applying the HCTSA-toolbox to extract relevant
features from the aforementioned domains. Furthermore, it
has been applied successfully on several technical systems
(Aimiyekagbon, Bender, & Sextro, 2021; Hennig, Grafinger,
Gerhard, Dumss, & Rosenberger, 2020).

Feature selection

Feature selection is necessary for dimensionality reduction and
to exclude irrelevant features from the model development.
This enables efficient model training using machine learning
algorithms and keeps the model size required to generate ac-
curate and reliable results moderate. To generate even more
effective models, expert knowledge should also be incorpo-
rated. Feature selection can be divided into filter, wrapper,
embedded, and hybrid methods, whereby filter methods are
generally faster than the other methods (Hoque, Bhattacharyya,
& Kalita, 2014). As the tasks are dominated by classification
problems, the Chi-Square test is employed to select the most
relevant features. The Chi-Square test is a statistics-based filter
method used to determine the independency of two statistical
variables. It was first used by Karl Pearson in 1900 (Pearson,
1900). The Chi-Square test statistic can be computed as
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where O; ; are the observed counts and F; ; are the expected
counts of a value of feature ¢ with n, different occurring
feature values. The Chi-Square metric is calculated for each
feature, considering n.. distinct classes. A higher Chi-Square
value indicates increased feature importance (Magnello, 2005;
Liu & Setiono, 1995; Li et al., 2017).

Modeling
Two methods utilized to generate models to accomplish the
tasks are described in the following.

* Decision trees

Decision trees are simple and interpretable models. They
consist of nodes and branches, leading to leaf nodes. The
nodes contain conditions or thresholds based on specific
features, which determine the data split along the tree.
Due to the tree-like structure, the decision rules and the
path to the final decision are easy to follow (Loh, 2011).
The construction of decision trees is usually based on
impurity. The purer a node is, the better the data can be
split with respect to the classes. One measure for impurity
is the Gini impurity measure
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where p;; denotes the proportion of data points belonging
to class k in one node. Another metric is the entropy im-
purity measure. Since the choice of metric does not have a
significant impact (Géron, 2019; Loh, 2011), the Gini im-
purity measure is applied. The decision-making process
of decision trees can be easily refined by contributing ex-
pert knowledge. An option is feature selection, as already
described. Another option is to have experts review the
models, which for example were automatically generated
by machine learning algorithms, and make adjustments
according to their preferences by slightly modifying cer-
tain paths or decision rules (Tsai, King, Higgins, Pierce,
& Patel, 1997).

* Ensembles
Ensembles generally consist of several estimators to im-
prove estimation performance. There exist several meth-
ods to combine estimators and one important method is
bagging, short for bootstrap aggregating. Bagging means
the aggregation of multiple similar models trained on a
subset of data each. A decision is made usually through
voting. A prominent example are Random Forests, which
are among today’s most powerful machine learning al-
gorithms, consist of individually trained decision trees
(Breiman, 1996; Géron, 2019). In general, however, a
wide variety of classifiers can be combined to create
an ensemble (Géron, 2019). The successful utilization
of a combined approach involving expert knowledge-
based rules and decision trees by Aimiyekagbon et al.
(Aimiyekagbon, Muth, Wohlleben, Bender, & Sextro,
2021) is acknowledged and taken into account in this
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study.

3. CASE STUDY

In the following, the case study of an experimental propulsion
system is considered. The data set is provided by the PHM
society as part of the Asia-Pacific PHM conference’s data chal-
lenge 2023. The motivation of the data challenge is to improve
PHM technology for spacecraft propulsion systems. Such sys-
tems are relevant for current and future scientific and maybe
even touristic flights in the cosmic space. In the following
subsections, the data acquisition and the data challenge tasks
are described and subsequently the evaluation of proposed
method is presented.

3.1. Experimental Procedure

Water hammer is a phenomenon, which occurs at start-up of
a spacecraft during the rapid opening and closing of valves
on a liquid-carrying pipeline, and is characterized by sud-
den pressure peaks and fluctuations. The sudden pressure
peak due to water hammer can result in catastrophic failures
(Bandyopadhyay & Majumdar, 2014; Bombardieri, Traudt,
& Manfletti, 2019; Al-Khayat, Al-Fatlawi, Al-Baghdadi, &
Al-Waily, 2022; Tominaga et al., 2023). Water hammer is
generated in the experimental propulsion system by opening
and closing solenoid valves (PHM Society, 2023). Different
opening rations of the valves are used to simulate valve faults.
Furthermore, air bubbles are introduced into the system at
different locations. They affect the properties of the hydraulic
medium and the characteristics of the pressure fluctuations.

In the experiments, water is considered as the working fluid
and is pressurized to 2 MPa. The behavior of thrusters is sim-
ulated by solenoid valves SV1 through SV4. To facilitate the
development of diagnostics and prognostics algorithms, eight
pressure sensors are located near accumulators and valves at
the positions P1 through P7, as depicted in Figure 1.
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Figure 1. Schematic of the experimental propulsion system,
depicting pressure sensor locations (PHM Society, 2023)

Every experiment is 1.2 s long. During this time window the
signals of the pressure sensors are recorded at a sampling rate
of 1 kHz and three complete phase of solenoid valves opening
and closing are observed, as shown in Figure 2.

3.2. Data Description

The experimental time series data set comprises raw pressure
sensor data collected under four operational settings, which
simulates different spacecraft. Under every operational set-
ting, it encompasses normal working conditions and different
fault modes of the experimental propulsion system. The fault
modes are bubble anomalies and solenoid valve faults, as pre-
viously described. Although the data set is relatively small, it
is balanced with approximately equal number of instances of
each class. The training data includes normal and abnormal
data from spacecraft 1 through 3, with a total of 177 instances.
However, the test data comprises 46 instances of the space-
craft 1 through 4. Furthermore, undisclosed and mixed fault
modes are included in the test data set to account for real-world
scenarios.

3.3. Task Description
Five tasks were defined in the data challenge:

Classify normal and abnormal data.

2. If the data is classified as faulty, then declare the fault
type.

3. [If a bubble anomaly is detected, then determine the loca-
tion of the bubbles (BV1, BP1 through BP7).

4. If a solenoid valve fault is detected, then determine which
valve failed (SV1 through SV4).

5. For each failed valve, predict its opening ratio between
0% and 100 %.

In terms of fault diagnostics, the first task can be described as
fault detection, which requires a binary decision.

valve opens valve closes ‘

Pressure / MPa
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Figure 2. Exemplary pressure sensor signal (PHM Society,
2023)
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Figure 3. Comprehensive diagnosis based on hierarchical modeling

The second, third, and fourth tasks involve classifying the fault
type and isolating the faulty component. The fifth task can be
coined as fault identification, where the extent of the fault is
to be predicted.

3.4. Method Evaluation

As proposed in section 2 and illustrated in Figure 3, each task
is modeled individually and the respective solutions are com-
bined to obtain a comprehensive diagnosis of the propulsion
system. The subset of the data available for training becomes
less the further right in the hierarchy the model is located.
Hence, more expert-knowledge has to be incorporated and
data-hungry algorithms become less relevant.

Task 1

For the first task, only the pressure sensor signals up to approx-
imately 100 ms, which represents the solenoid valve opening
phase, were utilized to distinguish between normal and abnor-
mal instances. During this time window, the amplitudes at
distinct frequencies in the frequency domain remain constant
for normal instances. The amplitudes at various frequencies
change significantly for the bubble anomaly and slightly for
the solenoid valve faults, as exemplarily shown for P1’ in
Figure 4(a). Here, P1’ represents signal P1 truncated to ap-
proximately 100 ms length. Although sophisticated features
from the aforedescribed time-series toolboxes provide better
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distinction, classical time-domain features, such as variance of
the truncated pressure signals, were sufficient to successfully
model a binary decision tree, as exemplarily shown for P1’
in Figures 4(b) and 4(c), respectively. The decision rule R1
for an healthy instance can be derived from the decision tree
in Figure 4(c) as in equation 3a. Furthermore, since faults
can occur and be registered at the sensor locations between
each accumulator (BV1, BP1 through BP7) and each valve
(SV1 through SV4), decision trees are also modeled based on
the sensor signals at the sensor locations P2 through P7. The
further resulting rules for an healthy instance are in equations
3b through 3g, where F'(z) denote the top selected feature per
sensor signal z, while considering only classical features . The
feature F'(z) for signals P1’, P2’, P4’ and P5’ is Variance.
The feature F'(x) for P3/, P6' and P7’ are Line_Integral,
Kurtosis, and Clearance_Factor, respectively.
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Figure 4: (a) Frequency spectrum analysis in the region of interest for normal instances (1, 36, 71), solenoid valve fault (108)
and bubble anomaly (154) (b) Variance of all training instances scaled in the range from 0 to 1 (c) Resulting binary decision tree
for P1’, class O represent abnormal instance and class 1 signifies normal instance



Asia Pacific Conference of the Prognostics and Health Management Society 2023

An ensemble of the binary decision trees modeled per sensor
in form of a logical conjunction between the rules is the re-
sulting fault detection model for task 1, since the system is
deemed healthy if and only if no sensor declares a fault. The
resulting fault detection rule for task 1 can thus be formulated
as in equation 3h, where Y is the prediction output, 0 denotes
abnormal instance and 1 denotes normal instance.

a

Task 2

1, if AND(RI,R2,R3,R4,R5,R6,R7).

. (3h)
otherwise.

As illustrated in Figure 3, only the instances classified as
Abnormal are considered for this task. Since unknown and
mixed fault modes are included in the test data and not in the
training data, a twofold problem was solved for task 2. Firstly,
a binary classification problem was solved for the known
solenoid valve faults and bubble anomalies and secondly, a
binary clustering problem was solved to identify unknown
faults. The binary classification was similarly modeled as in
task 1, that is, the classical time-domain features extracted
from the approximately 100 ms truncated sensor signals were
utilized. Furthermore, a top feature, namely RMS for signals
P1’ and P3’, Peak for P2/, P4’, P5’ and P6’ and Ent ropy for
P7’, was selected per sensor. Each selected feature per sensor
is subsequently employed to train a decision tree model. As
opposed to task 1, majority voting ensemble of the decision
trees per sensor was adopted here, since some faults might not
be registered by sensors farther away from the fault source. For
the test data, kMeans clustering algorithm is then employed on
the classified fault instances to unveil unknown faults, which
should deviate from known faults.

Task 3

This task involves the determination of the location of bubble
anomalies, as identified in task 2. In reference to Figure 1,
bubble anomalies can occur at eight accumulator positions,

namely BP1 through BP7 and BV 1. Thus, the classification
problem is multi-class, which involves classifying each iden-
tified bubble anomaly instance from the test data to a bubble
anomaly location. The one-vs-all scheme was adopted here,
which implies a binary classification model was built for each
possible bubble anomaly location, resulting in eight models.
Considering that there is a sensor near each possible bubble
anomaly location, features are extracted from the respective
sensor for each model. As opposed to the previous two tasks,
features were selected from the HCTSA-time series toolbox,
because of the time-frequency-related effects of this anomaly.
Figure 5(a) exemplarily depicts the raw pressure signals for
bubble anomaly instances 154 (BP1) and 155 (BP2), truncated
at approximately 400 ms. Due to the existence of bubbles in
the liquid-carrying pipeline, the speed of sound is reduced. De-
pending on the bubble location, the arrival time of the signal
differ, as can be deduced from Figure 5(a). Furthermore, the
amplitudes of the signals differ and their shape are distorted,
as a result of superimposition of frequencies. Figures 5(b)
and 5(c) are spectrograms to exemplarily uncover the time-
frequency-related effects. As can be inferred from both figures,
low frequency components, and particularly approximately
60 Hz-component are dominant over the time of interest. Fur-
thermore, up to about 200 ms, frequency components in the
range of 200 Hz and 300 Hz and between 400 Hz and 500 Hz
are also dominant, but at different intensities for both instances.
Finally, at about 400 ms, frequency components up to approx-
imately 400 Hz are present, also at different intensities for
both instances. Depending on the sensor location, these differ-
ences are captured by the features extracted and subsequently
selected from the HCTSA-time series toolbox through distri-
bution, Fourier spectrum or information theory analysis (refer
to Table 5 in the appendix). As in task 1, the selected features
are then employed to train a decision tree model per possible
sensor location.
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Figure 5: (a) Analysis of bubble anomaly instances 154 (BP1) and 155 (BP2) in the time domain (b) Time-frequency domain
analysis of bubble anomaly instance 154 (BP1) (c) Comparative analysis of bubble anomaly instance 155 (BP2) in the time-

frequency domain
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Figure 6: (a) Selected features based on four valve opening ratios (top figure) and excluding the closed valve (bottom figure). (b)
Top feature value selected at the truncated signal P1, excluding the closed valve

Task 4

As in the previous task, the current task also involves a multi-
class classification problem of identifying the four possible
locations (SV1 through SV4) of the solenoid valve faults, as
identified in task 2. Typically, the best sensors to isolate the
respective fault locations are the sensors closest to the fault
source. However, due to the challenge of the fault isolation
task and little amount of training data available, further sensors
along the direct path from the tank to the valves were also con-
sidered. Specifically, sensor P1 near the tank and the respective
sensor closest to the fault location were each employed for gen-
erating a binary classification model per possible fault location.
Furthermore, because faults were induced in the experiments
by varying the respective valve’s opening ratio, the sensor sig-
nals were truncated at approximately 100 ms within the valve
opening phase. Subsequently, features were extracted from
the truncated sensor signals with the HCTS A-toolbox and se-
lected with the Chi-Square test. The initial selected feature
(SP_Summaries_welch_rect.linfitloglog_If sigrat) from sensor
P3, while considering the opening ratios 0%, 50%, 75%, and
100% per sensor locations, is exemplarily depicted in Figure
6(a). As can be inferred from Figure 6(a), the feature value for
the opening ratio of SV1 at 0% is distant from the other open-
ing ratios of the same valve. Furthermore, since the selected
feature barely allow a good separation of the classes, the open-
ing ratio at 0% was consequently excluded during the feature
selection process. As seen in Figure 6(b), the resulting top fea-
ture allows a clear separation between SV 1 and other sensor
locations. Furthermore, as can be inferred from Figure 6(b),
except for the feature value of instance 111 (SV2) which coin-
cides with the feature of instance 108 (SV1), the top selected
feature at the sensor location P1 near the tank allows good
separation of the classes. Thus, this feature and the respective
selected feature next to the fault location, as in Table 6 in the
appendix, were each employed to train a decision tree model
per fault location. The resulting trees were then combined to
an ensemble of trees to make the prediction for the respective

fault location. A detailed explanation of the corresponding
selected features can be found in the documentation of the
HCTSA-toolbox (B. D. Fulcher, Little, & Jones, 2022).

Task 5

This final task entails the identification of the opening ratio for
each instance classified as solenoid valve fault. Contrary to
the previous tasks, where the prediction target was a discrete
value of predetermined classes, except for the anomalous case,
the prediction target of the current task is a continuous value,
for the test data. Furthermore, the training data comprises dis-
crete values for the opening ratios 0%, 50%, 75%, and 100%
per sensor locations. Thus, four values per sensor location
are available for solving the resulting regression problem. To
this end, features were extracted from approximately 100 ms
truncated sensor signals with the HCTSA-toolbox, as in task
4. Subsequently, since the the training data comprises discrete
values, features were preselected with the Chi-Square test.
Finally, through sensitivity analysis, the top selected feature
from sensor location P7 for SV1, SV3 and SV4, and the top
selected feature from sensor location P6 for SV2 were utilized
to predict the opening ratio of the test data via linear interpo-
lation. The top selected feature for the sensor locations is the
Kurtosis.

4. RESULTS

During the preparation of this paper, the ground-truth data was
unavailable for a detailed evaluation of the results. However,
with the proposed comprehensive diagnostics methodology,
our team LDM emerged 7" place, with a score of 93.08%.
Furthermore, the predictions for the test data are laid out in
the following paragraphs for comparative studies.

Task 1:

Figure 7(a) exemplarily shows the scaled variance value of
the truncated sensor signal P2’ in the range of interest for the
test data, 0 denotes abnormal instance and 1 denotes normal
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Figure 7: (a) Variance of the test instances, scaled with the training data scaling parameters (b) RMS of the test instances, scaled

with the training data scaling parameters

instance.

Based on the ensemble of decision trees as described in Section
3.4 for task 1 and particularly equation 3h, the predictions for
task 1 are presented in Table 1 and can be inferred from Figure
7(a).

Table 1. Classes of predicted instances for task 1

Class | Instances

180, 182,183, 185,187,189, 191, 194, 195, 198,
201, 203, 206, 208, 210, 213, 215, 217, 220, 223
178,179, 181, 184, 186, 188, 190, 192, 193, 196,
0 |197,199, 200,202,204, 205, 207, 209, 211, 212,
214,216,218, 219, 221,222

Note: 0 denotes abnormal instance and 1 denotes normal
instance

1

Task 2:

Figure 7(b) exemplarily shows the scaled RMS value of the
truncated sensor signal P1’ for the abnormal test data instances
identified in the preceding task.

Valve fault instance is denoted by class 0, bubble anomaly
and unknown fault instances are denoted by classes 1 and 2,
respectively. As can be deduced from Figure 7(b), the un-
known fault instances differ significantly from the training
data. Hence, they are easily separable with the kmeans algo-
rithm, as described in Section 3.4 for task 2.

Furthermore, the valve and bubble anomaly instances could be
classified with the ensemble of decision trees, as also described
in 3.4 for task 2. The predictions for task 2 are laid out in
Table 2

Task 3:

Although the DN_Unique feature was selected for classifying
BP1, its feature values also allow a distinction of other fault

Table 2. Classes of predicted instances for task 2

Class | Instances
0 |178,186,193,196,197,204, 209,216,219, 221
1 | 179,181,188,190,199,202, 205,211,212, 214
2 | 184,192,200, 207, 218, 222

Note: valve fault instance is denoted by class 0, bubble
anomaly instance by class 1 and unknown fault instance by
class 2

locations, except for BP2 and BP3, as can be seen in Figure
8(a).

The methodology described in Section 3.4 for task 3 is em-
ployed to predict the locations of the bubble anomaly instances,
as presented in Table 3.

Table 3. Locations of the bubble anomalies of the test instances

Class BP1 BP2 |BP3 | BP4 | BP5|BP6| BP7

Instances | 193,216 | 178,221 | 204 | 196 | 219 | 186 | 197,209

Task 4 and Task 5:

The prediction task for SV3 and SV4 was based on the en-
semble method, as described in Section 3.4. However, the
ensemble method produced some overlapping predictions for
the fault locations of SV1 and SV2, which suggests that these
faults might have been mixed in the test data. As can be de-
duced from Figure 8(b), based on simple rules, the top selected
feature of the truncated sensor signal P1” allows to distinguish
between the classes SV3 and SV4, but not between SV1 and
SV2.

As described in Section 3.4 for task 4 and 5, the resulting
models are successively utilized to predict the locations and
opening ratio of the valve fault instances, as presented in Table
4,
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Figure 8: (a) DN_Unique value of the test instances, scaled based on the training data scaling parameters (b) Top feature value of
the test instances, scaled based on the training data scaling parameters

Table 4. Classes and respective opening ratios of predicted
instances for tasks 4 and 5

Class | Instances Opening Ratio in %
SV1 |188,199,205,211 | 4.62; 86.17; 85.56; 85.29
SV2 179,212 24.91; 69.28

SV3 | 190,202 44.48; 40.64

Sv4 | 181,214 73.94; 19.03

5. CONCLUSION

For detecting, isolating and identifying multiple fault modes, a
decision tree per fault mode was modeled. The resulting model
per fault mode was subsequently combined via different voting
ensembles inspired by expert-knowledge. The comprehensive
hierarchical diagnostics methodology was evaluated based on
an experimental propulsion system and corresponding data
sets provided as part of the Asia-Pacific PHM conference’s
data challenge 2023. Although, only successfully evaluated on
the task of the data challenge, the proposed methodology can
find applications in other complex systems, such as a wind tur-
bine gearbox to successively diagnose bearing and gear faults.
Depending on the application at hand, possible shortcomings
of the presented methodology are the supervised feature extrac-
tion, selection and modeling approach. Alternatively, several
techniques, such as deep learning could be employed to de-
velop models without prior feature engineering. However, at a
cost of diminished transparency and explainability.
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APPENDIX

Table 5. Features selected for task 3

Bubble anomaly location | Feature name Category

BP1 DN_Unique distribution,raw

BP2 SP_Summaries_fft.numPeaks FourierSpectrum

BP3 FC_Surprise_T1_20_tau_m2quad_500.min information,symbolic
BP4 FC_Surprise_dist_5_2_udq-500.uq information,symbolic
BPS SP_Summaries_welch_rect.numPromPeaks_1 | FourierSpectrum

BP6 SY _KPSStest_1.pValue stationarity,hypothesistest
BP7 FC_Surprise_dist_5_2_udq-500.uq information,symbolic
BV1 FC_Surprise_dist-20-2_udq-500.min information,symbolic

Table 6. Selected features for task 4

Valve fault location | Sensor position | Feature name Category
SVl P1 EN _DistributionEntropy _hist_sqrt_0 entropy
P3 PH_Walker_momentum_2.sw_maxrat trend
Sv2 P1 EN_DistributionEntropy _hist_sqrt_0 entropy
P4 PH_Walker_biasprop_05_01.res_runstest | trend
SV3 P1 EN_DistributionEntropy_hist_sqrt_0 entropy
P6 Variance statistics
Sv4 P1 EN_DistributionEntropy hist_sqrt_0 entropy
P7 SB_MotifTwo_median.hhhh symbolic,motifs
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