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ABSTRACT

In the last decade, the interest in machine learning (ML) has grown significantly within the structural health monitoring (SHM) community. Traditional supervised ML approaches for detecting faults assume that the training and test data come from similar distributions. However, in real-world applications, the statistical properties of these datasets may diverge from each other in time, leading to a deterioration in the prediction performance of the ML. This paper proposes a domain adaptation approach for ML-based damage detection and localization problems to treat such issues where the classifier has access to the labeled training (source) and unlabeled test (target) data, but the source and target domains are statistically different. The proposed domain adaptation method seeks to form a feature space that minimizes the discrepancy between the source and target domain implementing a domain-adversarial neural network. To evaluate the performance, we present two case studies where we design a neural network model for classifying the health condition of a variety of systems. The effectiveness of the domain adaptation is shown by computing the classification accuracy of the unlabeled target data with and without domain adaptation. Furthermore, the performance gain of the domain adaptation over well-known transfer knowledge approaches such as Transfer Component Analysis and Joint Distribution Adaptation is also demonstrated. Overall, the results demonstrate that domain adaption is a valid approach for damage detection applications where access to labeled experimental data is limited.

1. INTRODUCTION

United States (US) has one of the most sophisticated infrastructures in the world (World Bank, 2019). However, according to a recent study conducted by the American Society of Civil Engineers (ASCE), the US infrastructure is aging and failure on maintaining it may cost an economical loss in GDP as big as $3.1 trillion (American Society of Civil Engineers, 2013, 2017). The condition of infrastructure for other modern societies is also under stress (Zachariadis, 2018). Overall, it is economically not viable to replace all deteriorating infrastructure due to limited resources, and the operations of maintenance, repair, and replacement should be prioritized accordingly. Acting proactively when a critical infrastructure requires care and preventing catastrophic damages call for novel and innovative approaches.

In the last few decades, structural health monitoring (SHM) has gained a lot of momentum as a means of detecting and localizing damages (Sohn, Farrar, Hemez, & Czarnecki, 2002). The introduction of machine learning (ML) into SHM enabled further refinement as mature pattern recognition techniques provide higher accuracy in recognizing structural damages compared to traditional methods (Farrar & Worden, 2012). Among many ML applications, supervised methods are particularly useful (Kiranyaz et al., 2019). Especially, when coupled with artificial neural networks, supervised learning offers promising results for damage detection and localization (Park, Kim, Hong, Ho, & Yi, 2009; Dackermann, Li, & Samali, 2013; Nick, Asamene, Bullock, Esterline, & Sundaresan, 2015).

A majority of supervised SHM applications assume that the data used for training the damage condition classifier has the same distribution as the testing data. However, this assumption is problematic. First, it is unrealistic that one can obtain data belonging to a particular damage condition without actually harming the integrity of the structure before its service (Lu et al., 2016; Gardner, Liu, & Worden, 2020). In other words, creating labeled data based on the original state of the structure is not practical for supervised learning models. On the other hand, we can generate a labeled data set using a representative finite-element model or a similar scaled structure where introducing damages is a more cost-effective approach. The collection of labeled normal and damaged state data from this representative structure is called source domain and could
be used for training a robust damage condition classifier. The second problem with the supervised ML applications is that a model trained with labeled source domain data may fail to predict the condition of the original structure during testing time. The features for the original structure establish the target domain. Both source and target domains are distinct in a way that they have probability distributions that diverge from each other. To summarize, source domain is the model trained on labeled data derived from a representation of the original structure. The model trained on the unlabeled data directly sought from the original structure is the target domain. Both domains have different statistics, which is known as domain shift. The objective of domain adaptation is to design a new learning architecture that generalizes the prediction over both domains (Goodfellow, Bengio, & Courville, 2016). This generalization is achieved by finding a mapping that can extract domain-invariant features. Eventually, this mapping is expected to improve the prediction accuracy for the target domain compared to an architecture that does not implement domain adaptation. In brief, transfer of knowledge gained from source domain to target domain is conceptualized as domain adaptation (see Figure 1).

First attempt for domain adaptation started by addressing the distribution shift between labeled training and unlabeled test data. For example, Kernel Mean Matching (KMM) aims to minimize the covariate distribution between two datasets in a higher feature space called Reproducing Kernel Hilbert Space (RKHS) by reweighting the sample data. As a result, KMM is capable of producing a mapping that can match the test data distribution in RKHS (Gretton et al., 2009). While KMM outperforms ordinary classifiers and regressors, the improvement is limited to covariate shift such that the conditional distribution remains same \( P_{\text{train}}(y|x) = P_{\text{test}}(y|x) \) but input distribution shifts \( P_{\text{train}}(x) \neq P_{\text{test}}(x) \) across both domains (Bouvier, Very, Hudelot, & Chastagnol, 2019).

Many domain adaptation problems are susceptible to dataset shift where \( P(Y|X) \) is not conserved between source and target domains to its highest degree (Wang & Deng, 2018; Wilson & Cook, 2020). Thus, reweighting algorithms are not always effective in such cases. Modern domain adaptation techniques focus on finding a common latent space (also known as domain-invariant feature space) that represents both source and target domains. For example, as an improvement to KMM, maximum mean discrepancy (MMD) metric is introduced to measure the divergence between distributions and to compute a function in RKHS to maximize the difference in expectations between two probability distributions (Borgwardt et al., 2006). A well-known transfer learning method, transfer component analysis (TCA) uses this MMD metric to minimize the maximum expected distribution shift between source and target domain (Pan, Tsang, Kwok, & Yang, 2010). Similarly, joint distribution adaptation (JDA) utilizes MMD to measure the statistical difference in marginal and conditional distributions (Long, Wang, Ding, Sun, & Yu, 2013). Within the SHM community, (Lu et al., 2016), (X. Li, Zhang, & Ding, 2018), and (X. Li, Zhang, Ding, & Sun, 2019) utilized MMD metric as a loss function for the training of neural networks to improve the prediction over target data using both source and target data during training for gear fault diagnosis. Similarly, (Xie, Zhang, Duan, & Wang, 2016) and (Gardner et al., 2020) applied TCA to classify the damage on gears and structures, respectively. (Xie et al., 2016).

The new generation domain approaches exploit adversarial training to find domain-invariant features (Wilson & Cook, 2020). These approaches adopt the zero-sum game where a label classifier (the network that predicts the correct label of input whether it is coming from source or target domain) is trained to deceive a domain classifier (another network in parallel that predicts whether the input is source or target domain data). For instance, Domain Adversarial Neural Network (DANN) uses gradient reversal layer during back-propagation to reverse the domain classifier weight derivatives to maximize the domain confusion (Ganin et al., 2016). Adversarial Discriminative Domain Adaptation (ADDA) uses a two-step approach where the network is first pre-trained on source data and then a domain classifier is trained to learn target domain features. As an alternative to DANN-type of domain adaptation, domain mapping approach uses GANs to translate a sample data from target domain to source domain (Benaim & Wolf, 2017; Zhu, Park, Isola, & Efros, 2017). However, these applications are limited to image-like domains.

This paper introduces an effective domain adaptation approach to address the distribution shift between source and target domain for supervised machine-learning-based SHM applications. More specifically, we utilize a domain adversarial neural network (DANN) approach to predict the damage condition of a structure operating under a target domain using both labeled source and unlabeled target domain data during training time. The main purpose of the DANN architecture is learning features that represent both source and target domains. To achieve this goal, DANN implements a multi-task topology that combines a regular feed-forward neural network (NN) based damage classifier using source data with a domain discriminator NN which utilizes source and target domain data. The domain discrimination component enables the feed-forward NN to extract latent features underlying both domains by minimizing H-divergence between domains.

To demonstrate the suitability of the DANN for SHM applications, the paper investigates two case studies. The first case study focuses on a gearbox system with a set of damage conditions operating under low- and high-load. A DANN model is trained with labeled low-load and unlabeled high-load data to predict the damage condition for the high-load operation of the gearbox. Additionally, for this case, DANN
is compared to two well-known transfer knowledge methods, Transfer Component Analysis (TCA) and Joint Distribution Adaptation (JDA) to show the performance gain. In the second case, the effectiveness of the domain adaptation from the numerical model to experimental data is studied for a small-scale three-story structure. The numerical model of the structure is used to simulate various damage conditions for the source domain whereas the experimental data constitutes the target domain. Results from both case studies indicate that domain adaptation is a viable method for SHM applications, and it increases the accuracy of damage condition prediction considerably. Additionally, the DANN can be considered as a potential ML architecture enabling appropriate knowledge transfer across the source and target domains.

For many machine-learning-based SHM applications focusing on damage detection and localization, a shift from source to the target domain is expected. Domain adaptation is a viable methodology for minimizing the distribution shift between source and target domains. This paper demonstrates that DANN is a suitable approach for learning latent features that underline both source and target domains. The case studies examined in this paper show that DANN improves the prediction accuracy of supervised damage detection and localization algorithms.

Overall, the major findings and contributions of this paper can be summarized as below:

- For many machine learning-based SHM applications focusing on damage detection and localization, a shift from source to the target domain is expected. Domain adaptation is a viable methodology for minimizing the distribution shift between source and target domains.
- This paper demonstrates that DANN (Ganin et al., 2016) is a suitable approach for learning latent features that underline both source and target domains for SHM applications. The case studies examined in this paper show that DANN improves the prediction accuracy of supervised damage detection and localization algorithms.
- The effectiveness of DANN is compared to the blackbox approach and traditional knowledge transfer methods called TCA and JDA. Our results show that DANN outperforms all three architectures.

The rest of the paper is outlined as follows. First, Section 2 discusses condition monitoring briefly and formulates the domain shift problem. This section introduces the DANN model for SHM applications as well. Section 3 presents case studies and the evaluation results. Lastly, Section 4 summarizes the paper and draws conclusions.

The code to generate the results in this paper can be accessed from https://github.com/aliirmak/DASHM.

2. Domain Adaptation in SHM

In traditional SHM applications, vibration data is captured from various locations of the structure in the form of accelerations (Abdeljaber, Avci, Kiranyaz, Gabbouj, & Inman, 2017; Ozdagli & Koutsoukos, 2019). Meaningful features extracted from these measurements through time or frequency domain analysis establish the input space for a supervised learning model. Each data in the input space can be associated with a label describing the structural condition in terms of the location of the damage and its intensity to form \( \{X, Y\} \). Supervised learning algorithms require access to those labeled data for proper training. While the no-damage/normal data is often available when the structure is first erected, it is impractical to abuse the structure just to obtain the data relevant to various damage conditions.

As a solution to the main fallback of the supervised learning methods, model-based SHM approaches exploit numerical models to establish a baseline for damage detection and damage localization (Mirzaee, Abbasnia, & Shayanfar, 2015; Figueiredo, Moldovan, Santos, Campos, & Costa, 2019). Numerical models can be useful for generating labeled source domain data. However, an ML model trained with source domain data may suffer from the uncertainty gap between the numerical model and the experimental structure (Catbas, Gokce, & Frangopol, 2013). Consequently, the learning model may not yield correct labels for the unlabeled target domain and may diagnose the damage improperly for the target structure. From the domain adaptation perspective, the distribution shift between source and target domain should be
addressed (Singh, Azamfar, Ainapure, & Lee, 2020; J. Li, Li, He, & Qu, 2020). Accordingly, the problem for supervised SHM applications is finding domain-invariant features that represent both labeled source and unlabeled target domain.

In this paper, the source domain $D_S$ consists of labeled data derived either from numerical simulations or from a particular state of the structure (for example, low wind, low traffic load, low-load, etc. corresponding to the normal operation). The target domain $D_T$ is either the data captured from the experimental structure or an operational state of the structure that is not relevant to source domain (such as high wind, high traffic, high-load, etc. corresponding to stressing operations) and it is unlabeled. Then, the typical domain adaptation task for supervised SHM application is predicting the class for unlabeled target domain data using the knowledge gained from both source and target data.

For SHM, it is natural to consider a classification task where $X = \{x_i\}_{i=1}^n$ is the input space of features and $Y = \{y_i\}_{i=1}^n$ is the output space corresponding to the labels. Suppose that we have two different distributions over the $(X, Y)$: i) $D_S$ is the source domain which contains the labeled source samples with $S = \{(x_i, y_i)\}_{i=1}^n \sim D_S$; and ii) $D_T$ is the target domain which consists of the unlabeled target samples with $T = \{(x_j)\}_{j=1}^{n'} \sim D_T$. We assume that the distributions for both domains are different such that $D_S \neq D_T$. This implies that the distributions for the input space from $S$ and $T$ are not identical, namely $p(X_S) \neq p(X_T)$. Similarly, the conditional distributions that are used for inference may not match, that is $p(Y_S|X_S) \neq p(Y_T|X_T)$. Given $D_S$ and $D_T$, the task for the domain adaptation is to build a classification model $h(x)$ which can predict correct labels for samples from $D_T$ using the knowledge learned from $D_S$ and $D_T$.

### 2.1. Domain Adversarial Neural Network

A common domain adaptation approach is finding a mapping function that can minimize a probabilistic discrepancy metric between the two domains. The majority of these metrics focus on computing the divergence, i.e., the distance between two probability distributions. For example, the kernel mean matching (KMM) algorithm minimizes the mean distance in a kernel space by re-weighting the target domain with respect to source domain (Huang, Gretton, Borgwardt, Schölkopf, & Smola, 2007). The approach in (Sugiyama, Nakajima, Kashima, Buenau, & Kawanabe, 2008) proposes to minimize the Kullback-Leibler (KL) divergence for minimizing domain shifts. A well-known transfer learning algorithm called transfer component analysis (TCA) utilizes Maximum Mean Discrepancy (MMD) to minimize the distance between two domains in Hilbert space (Sejdinovic, Sriperumbudur, Gretton, & Fukumizu, 2013; Pan et al., 2010). Lastly, (Ben-David et al., 2010) hypothesize that a classifier-induced divergence, namely H-divergence is sufficient for domain adaptation.

H-divergence relies on distinguishing the examples of $D_S$ and $D_T$ and computing the domain divergence from the data in both domains. Accordingly, we label the data from $D_S$ and $D_T$ as 0 and 1, respectively. Then, we have a new dataset that can be described as:

$$ U = \{x_i, 0\}_{i=1}^n \cup \{x_j, 1\}_{j=1}^{n'} $$

(1)

Then, the objective is to develop a function that predicts the class of the sample input $x$ correctly, i.e., $f : x \rightarrow [0, 1]$. Similarly, $h'(x)$ is the learned model $h' : x \rightarrow [0, 1]$. Then, the generalized error is:

$$ \epsilon = E[|h'(x) - f(x)|] $$

(2)

Given $\epsilon$, the H-divergence is approximately:

$$ d = 2(1 - \epsilon) $$

(3)

One purpose of the domain adaptation is minimizing the H-divergence $d$. More details on the derivation of the divergence can be found in (Ben-David et al., 2010; Ganin et al., 2016).

There are inherently two tasks for implementing H-divergence based domain adaptation. First, we want to train a domain classifier $h'(x)$ that can discriminate between source and target domains. At the same time, we want to design a class predictor $h(x)$ to correctly predict the class for the source domain data during training. It should be noted that the class predictor cannot be trained on target domain data as they are unlabeled. The ultimate aim of the domain adaptation is finding features that underline both the source and target domain. Such a representation is expected to minimize the H-divergence and the domain predictor $h'(x)$ should not be able to distinguish between the source and target domains.

The domain-adversarial neural network (DANN) approach introduced in (Ganin et al., 2016) exploits this objective by proposing a multi-task learning approach. The DANN is composed of three components: feature extractor, label predictor, and domain classifier. Figure 2 illustrates the training (forward and backward propagation) and testing phases. Here, the feature extractor (green colored) is a set of neural network layers that extracts domain-invariant features for a given input. The label predictor (blue colored) layers predict the label of a given input based on the domain-invariant features computed by feature extractor layers. The domain classifier (red colored) is tasked with discriminating the domain of the input whether it is originating from source or target domain. Finally, a gradient reversal layer denoted as GR connects feature extractor to domain classifier. GR changes its behavior based on the type of propagation.

During the forward propagation (see Fig. 2 a), the class label
loss is computed only over the labeled source domain data, whereas the domain classifier loss is calculated using both labeled source and unlabeled target domain data. In this phase, GR acts as a linear function and does not modify the propagation of loss. During the backward propagation phase (see Fig. 2b), the gradients of the losses are computed. In this phase, GR reverses the gradient by multiplying the propagation with a negative small constant. This negative gradient maximizes the domain confusion by enforcing latent features extracted from both source and target domain to be indistinguishable. After training is complete, one can test the network only using feature extractor and label predictor layers.

For a general DANN, the loss function can be formulated as following:

\[
L = \frac{1}{n_s} \sum_{x_i \in D_s} L_y(y_i, \hat{y}_i) - \frac{\lambda}{n_s + n_t} \sum_{x_i \in D_s \cup D_t} L_d(d_i, \hat{d}_i)
\]  

(4)

where \(n_s\) is the number of source domain sample; \(n_t\) is the number of target domain samples; \(L_y\) and \(L_d\) are the class label and domain label loss, respectively; \(\lambda\) is the trade-off parameter between class label and domain label loss; \(x_i\) is the \(i^{th}\) input; \(y_i\) and \(\hat{y}_i\) are the corresponding true and predicted class labels, respectively; \(d_i\) and \(\hat{d}_i\) are the corresponding true and predicted domain labels, respectively.

Next, we denote the feature extractor layers as \(G_f\), label predictor as \(G_y\), and domain classifier as \(G_d\). Accordingly, \(L_y\) and \(L_d\) can be formulated as:

\[
L_y(y_i, \hat{y}_i) = L_y(y_i, G_y(G_f(x_i; \theta_f); \theta_y))
\]  

(5)

\[
L_d(d_i, \hat{d}_i) = L_d(d_i, G_d(R(G_f(x_i; \theta_f)); \theta_d))
\]  

(6)

where \(\theta_f\), \(\theta_y\), and \(\theta_d\) are the weights for feature extractor, label predictor, and domain classifier, respectively. Here, \(R(x)\) represents the gradient reversal layer as a function. The GR function has distinct behavior for forward (see Eq. 7) and backward propagation (see Eq. 8) as prescribed below:

\[
R(x) = x
\]  

(7)

\[
\frac{dR}{dx} = -I
\]  

(8)

The computed loss and gradients based on the GR function, are given in Figures 2a and 2b. Then, the objective of the training is finding the weights, \(\theta_f\), \(\theta_y\), and \(\theta_d\) that optimize the joint loss, \(L\) given in Eq 4 by minimizing the label predictor loss and maximizing the domain classifier loss. Accordingly, the weights are updated during gradient descent as given below:

\[
\theta_f = \theta_f - \mu \left( \frac{\partial L_y}{\partial \theta_f} - \lambda \frac{\partial L_d}{\partial \theta_f} \right)
\]  

(9)

\[
\theta_y = \theta_y - \mu \frac{\partial L_y}{\partial \theta_y}
\]  

(10)

\[
\theta_d = \theta_d - \mu \lambda \frac{\partial L_d}{\partial \theta_d}
\]  

(11)

where \(\mu\) is the learning rate.

While the architecture explained here provides a generic prescription for the implementation of an arbitrary DANN architecture, the choice of hyperparameters such as number and types of layers, activations, and loss functions per component (feature extraction, label prediction, domain discrimination) depends on the task, experience, and expected performance.
3. Evaluation, Results, and Analysis

For the evaluation of the proposed domain adaptation approach for SHM, two case studies are analyzed. The first case study investigates the prediction performance for the damage condition of a gearbox system under various torques. In the second case study, a three-story structure with several levels of damage conditions is used.

3.1. Case Study 1: Gearbox Fault Detection

3.1.1. Dataset and Preprocessing

PHM Data Challenge 2009 introduced a dataset simulating various fault types for a generic gearbox system (PHM data challenge 2009., 2009). Acceleration data were collected at the input and output shaft of the gearbox at different shaft speeds (30, 35, 40, 45, and 50 Hz) under two different loading conditions (low- and high-load). For each shaft speed and loading conditions, 6 fault types are simulated (normal, chipped gear tooth, broken gear tooth, bent shaft, imbalanced shaft, broken gear tooth with bent shaft). For each case, which is the combination of fault type, shaft speed, and load condition, about 4 seconds of data is collected at a sampling rate of \( f_s = 66.67 \) kHz twice. In this paper, only the output shaft vibration data is considered.

According to the literature on gearbox fault detection (Chen, Li, & Sanchez, 2015; Jing, Zhao, Li, & Xu, 2017), the frequency domain provides a rich feature set for fault detection using vibration data. Thus, before training, all raw data is converted to the frequency domain using sliding-window Fast Fourier Transformation (FFT) also known as Short-Time Fourier Transform (STFT). The parameters for the transformations are selected as prescribed by the length of each window segment, which is 1000 samples. The segments overlap by 80 percent and the sample length of FFT is 1200. The frequency resolution is \( \Delta f = 111 \) Hz. After preprocessing, each damage condition case has about 2700 data points with 601 features per loading condition. Here, each feature represents a STFT value corresponding to a frequency point discretized with \( \Delta f \) (i.e. \( f_s/\Delta f = (66.67kHz)/(111Hz) \approx 601 \)). The dataset is divided into source and target domains according to loading conditions. The source domain corresponds to low loading conditions consisting of all shaft speeds and fault types whereas the target domain is composed of the high-load operation. Since the task is detecting the type of the fault regardless of shaft speed, the data belonging to the same fault type are stacked together. Finally, both domain data are split into training and test data using a 4-to-1 ratio. All data is standardized with respect to the source training data and all labels are one-hot encoded.

3.1.2. Implementation

Three different models are developed: Model 1: source-only model which is trained only with source domain data; Model 2: the multi-tasking DANN model for training which uses both source and target domain data to discriminate the domain and predict the label; and Model 3: single-task DANN model for prediction and used only for testing. The architectures are shown in Figure 3.

Here, each box corresponds to a layer of the neural network. \( \text{Input} \) is the input layer that utilizes the features. \( N \) is number of neurons. In other words, 256 \( N \) within a box means 256 densely connected neurons are used for the particular layer. \( \text{RELU} \) stands for Rectified Linear Unit, and it is the activation function for the neurons defined within the layer. \( \text{Dropout} \) layers are represented along with the rate of dropout. For example, Dropout 0.5 means a layer with a dropout rate of 0.5 is used. Finally, \( \text{Softmax} \) is the softmax activation layer that provides the class membership probability for each class.

The source-only model is a shallow network consisting of feature extraction (FE, colored in green) and class prediction (CP, colored in blue) layers. In addition to FE and CP layers, the multi-tasking DANN model includes the domain discriminator (DD, colored in red) layers and the gradient reversal (GR) layer. The single-task DANN model has the same structure as the source-only model but with updated weights where the FE contains the latent features that represent both source and target domains after training. Model 1 and Model 2 are trained using stochastic gradient descent. All the losses are chosen as categorical cross-entropy.

The low loading condition data represents the source domain whereas the high loading condition data corresponds to the target domain. During training, the DANN utilizes 128 data points (64 from source and 64 from target) per batch. We assume we have access to the source data labels but not to the target domain labels. The source (input, label) tuples are used explicitly for the class prediction task. For domain prediction, the source data is labeled as 0 and target data as 1, and then the labels are one-hot encoded. The domain predictor uses both domain data for training and creating domain invariant features. The source-only model is trained with 75 epochs whereas the DANN is trained for 200 epochs.

In addition to DANN, TCA and JDA are used for comparison. TCA utilizes training data from both source and target domain to realize dimension reduction using radial basis function as the kernel. After dimension reduction, a support vector machine (SVM) classifier is trained on the labeled source data as prescribed by (Pan et al., 2010). This classifier is also used to predict labels on unlabeled target data. Like TCA, dimensionality reduction procedure is applied on the training data from both domains for JDA. After feature transformation, a 1-Nearest Neighbor classifier (kNN classifier with
$k = 1$) is trained on the labeled source data as prescribed in (Long et al., 2013). This classifier is tested on the unlabeled target data used for training. Due to the way JDA is implemented, the algorithm cannot be tested on a new dataset other than the one it is trained with. Testing JDA on labeled source data will result to 100% accuracy. Results for source data indicate the perfect accuracy as N/A (not available).

Since TCA and JDA are essentially a set of matrix multiplications and eigenvalue decompositions, the complete training dataset does not fit into the memory. Due to this limitation, only a quarter of training samples are used from both domains. Both TCA and JDA methods are only applied to the first case study and then discarded for the second case due to their low performance.

### 3.1.3. Results

Table 1 shows the accuracy for source and target domain test data on the source-only model and the DANN model. The accuracy for predicting the source data is about 97 percent for both models. The accuracy for both source-only and DANN models on the training data is above 99% (not reported in the table). However, the generalization gap between training and testing is small which is an indicator for minimal overfitting.

Without domain adaptation, the accuracy of the target data for the source-only model is 64 percent. The DANN improves the prediction on target data and increases the accuracy to 71 percent. TCA method produces lower accuracy for source and target domain data ranging between 42 to 63 percent. Due to its limitation, JDA is tested only on training source and target data. JDA produces 100% accuracy for source data, and it is donated as N/A. JDA’s domain adaptation performance for target data is around 42% and it is marginally lower than TCA.

The accuracy per class is visualized in Fig. 4. Accuracy plot shows that DANN performance improves significantly for some classes over source-only model. For class 3, the performance of both models is similar. A negative transfer learning is observed for class 4 and 5. As a result of this, the prediction performance of DANN is decreased. For all most all classes, TCA and JDA do not exhibit a good domain adaptation. Additionally, Table 2 illustrates the precision, recall, and F1 scores for all the models presented. Among all the models, DANN has the highest precision, recall, and F1 scores despite the slight negative transfer learning.

Overall, results indicate that DANN outperforms TCA and JDA significantly and this finding implies that TCA and JDA may not be used as a reliable domain adaptation method.

### 3.1.3. Results

Table 1. Domain adaption performance for gearbox fault detection

<table>
<thead>
<tr>
<th>Model</th>
<th>Input</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source-only Model</td>
<td>Source</td>
<td>97.46%</td>
</tr>
<tr>
<td></td>
<td>Target</td>
<td>64.43%</td>
</tr>
<tr>
<td>DANN Model</td>
<td>Source</td>
<td>97.55%</td>
</tr>
<tr>
<td></td>
<td>Target</td>
<td>71.79%</td>
</tr>
<tr>
<td>TCA Model</td>
<td>Source</td>
<td>61.57%</td>
</tr>
<tr>
<td></td>
<td>Target</td>
<td>45.25%</td>
</tr>
<tr>
<td>JDA Model</td>
<td>Source</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Target</td>
<td>42.08%</td>
</tr>
</tbody>
</table>

Table 2. Additional performance scores for gearbox fault detection

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source-only</td>
<td>65.81</td>
<td>64.47</td>
<td>64.59</td>
</tr>
<tr>
<td>DANN</td>
<td>72.06</td>
<td>71.80</td>
<td>71.90</td>
</tr>
<tr>
<td>TCA</td>
<td>45.24</td>
<td>45.25</td>
<td>44.10</td>
</tr>
<tr>
<td>JDA</td>
<td>41.82</td>
<td>42.09</td>
<td>41.06</td>
</tr>
</tbody>
</table>

Figure 3. Source-only and DANN architectures for numerical example
In addition to the domain adaptation performance, we examined the empirical computational cost of each approach. Table 3 illustrates the average runtime for each model when they are trained 10 times. Among all, source-only model takes about 75 seconds to train over the entire dataset. The training time for DANN is longer (455 sec) as expected, since it utilizes a larger data set (source and target), and it is a multi-task learning environment. Despite TCA and JDA use only a quarter of the data for training, it takes considerably a lot longer to train them. DANN employs stochastic gradient descent (SGD) for the optimization of the model weights. Thus, there is no need to load all the training samples in the memory at once. However, TCA and JDA require all the training data in the memory. In addition, the eigenvalue decomposition that TCA and JDA rely on is a set of matrix multiplications that are known to be computationally expensive for large dimensions.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average Training Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source-only</td>
<td>75</td>
</tr>
<tr>
<td>DANN</td>
<td>455</td>
</tr>
<tr>
<td>TCA</td>
<td>6470</td>
</tr>
<tr>
<td>JDA</td>
<td>1520</td>
</tr>
</tbody>
</table>

Table 3. Empirical computational costs for domain adaptation methods

3.2. Case Study 2: Structural Damage Detection

3.2.1. Structure and Numerical Model

This case studies the performance of domain adaptation when the training data are generated using a numerical model but the testing data are from an experimental structure. A small-scale three-story structure is tested by (Figueiredo, Park, Figueiras, Farrar, & Worden, 2009) at the Los Alamos National Laboratory (see Figure 5). The structure is excited with an electromagnetic shaker attached to its base. The accelerations at each floor including the base are recorded at a sampling rate of 320 Hz for about 25 seconds. Seven damage conditions are considered where the stiffness of one or two out of four columns at different stories are reduced. Table 4 summarizes the damage conditions.

<table>
<thead>
<tr>
<th>Label</th>
<th>Damage Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>State #1</td>
<td>Baseline condition - Undamaged</td>
</tr>
<tr>
<td>State #2</td>
<td>87.5% stiff. red. in one column at first floor</td>
</tr>
<tr>
<td>State #3</td>
<td>87.5% stiff. red. in two columns at first floor</td>
</tr>
<tr>
<td>State #4</td>
<td>87.5% stiff. red. in one column at second floor</td>
</tr>
<tr>
<td>State #5</td>
<td>87.5% stiff. red. in two columns at second floor</td>
</tr>
<tr>
<td>State #6</td>
<td>87.5% stiff. red. in one column at third floor</td>
</tr>
<tr>
<td>State #7</td>
<td>87.5% stiff. red. in two columns at third floor</td>
</tr>
</tbody>
</table>

Table 4. Damage types for three-story structure

Our purpose for this case is developing a domain adaptation architecture that can transfer knowledge from the numerical model to experimental structure and predict the correct damage case. For this reason, we considered two sets of lumped-mass numerical models of the structure (see Table 6). First set is named as low-fidelity model, and it consists of two sub-model. The first sub-model, also called as Simple, establishes a 3-DOF system with the structural and geometric parameters provided by (Figueiredo et al., 2009). A comparison of natural frequencies identified by (Sun & Betti, 2015) and extracted from Simple model is given in Table 5. The average error of the natural frequencies for the given model is about 33 percent, and the largest error is 50 percent occurring for the first mode. The differences in the parameters imply that the Simple model does not represent the actual structure.

The second low-fidelity model is named Updated. The model updating procedure prescribed by (Giraldo, Yoshida, Dyke, & Giacosa, 2004) is performed on the Simple model to obtain this model. The method imposes a new stiffness matrix
by utilizing the identified natural frequencies while the mass matrix remains the same. The Updated model has the same natural frequencies as the experimental structure, however, it is still 3-DOF. Thus, in this research, this model is still considered low-fidelity.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Identified (Hz)</th>
<th>Simple (Hz)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>31.09</td>
<td>14.32</td>
<td>53.94</td>
</tr>
<tr>
<td>2nd</td>
<td>55.05</td>
<td>40.12</td>
<td>27.11</td>
</tr>
<tr>
<td>3rd</td>
<td>72.23</td>
<td>57.98</td>
<td>19.73</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>33.59</td>
</tr>
</tbody>
</table>

Table 5. A comparison of identified natural frequencies and Simple Model

The second model category is called high-fidelity. This model is 4-DOF and its design parameters such as mass and stiffness values are taken from (Sun & Betti, 2015) such that the natural frequencies and mode shapes of the model match closely to the experimental structure. To evaluate the sensitivity of modeling errors on the quality of damage prediction, two additional high-fidelity models are considered. The stiffness matrix of these models is perturbed by 5% and 10%, respectively, to simulate modeling errors.

All numerical models are simulated at 320 Hz in MATLAB. For these simulations, the base of the numerical model is excited with acceleration that matches the dynamic characteristics of the data captured at the base level from the experimental structure. For each damage case, the numerical model is damaged by the values given in Table 4. The three floor acceleration responses from both numerical and experimental data are sliced into 1-second bins. The numerical and experimental data have a dimension of $[42350 \times 320 \times 3]$ and $[8750 \times 320 \times 3]$ (# of data instances $\times$ # of samples $\times$ # of channel), respectively. After the data is split into training and testing, it is standardized, and the associated labels are one-hot encoded.

3.2.2. Implementation

For this case study, a slightly modified version of convolutional neural network architecture proposed by (Lin, Nie, & Ma, 2017) for structural damage detection is used as the source-only model. In addition to 1D convolutional and max-pooling layers, this network utilizes batch normalization for stable learning and dropout for regularization. For DANN implementation, the domain classifier is added just before the label predictor, which is a set of densely connected layers (see Figure 6). The output shape of each layer set is provided at the corner of those layers. The gradient reversal layer is not shown to keep the illustration simple.

For each numerical model, both architectures are trained from scratch. Source-only architecture is trained with the labeled numerical model data (source), and DANN utilizes both labeled model data (source) and unlabeled experimental data (target). For each case, the architectures are trained three times, and the average performance is computed. The source-only and DANN models are trained for 200 and 50 epochs, respectively. It is observed that more epochs do not improve the performance of the DANN model.

3.2.3. Results

Table 6 presents the damage classification performance of source-only and DANN architectures for the five numerical models. Additionally, for each model, the improvement in accuracy from source-only to DANN architecture is given as the difference between their target prediction performance.

First, we look at the performance of low-fidelity models. The accuracy of both architectures is high (> 90%) for the Simple Model against source data. However, the accuracy drops to 14% when tested against target data. For Simple Model, the domain adaptation is ineffective when the modeling error is significant and the numerical model is semantically very different from the experimental structure. As for the Updated Model, the accuracy of source-only model marginally increases against target data (17%). The improvement is more prominent for DANN (40%) which is above 100% increase in the performance compared to source-only architecture.

For the high-fidelity model category, three models are considered with various modeling errors: 0%, 5%, and 10%. Both source-only and DANN architectures perform excellently against source data independent of the model (> 98% accuracy). The overall results for source-only architecture and no modeling error show that while the high-fidelity model is not perfect, it can predict the correct classes for the experimental data with an accuracy reaching up to 90%. When tested against target data, the classification performance of source-only architecture decreases progressively with respect to the modeling error. The largest performance degradation is observed (81% accuracy) when the modeling error is 10%. When there is no modeling error, domain adaptation improves the damage detection marginally compared to source-only model (88% vs 89%). For small modeling error (5%), the classification accuracy increases slightly (86% vs ~ 90%). Lastly, the most dramatic increase in performance is observed for large modeling error where the improvement is higher than 10%.

3.3. Discussion

To demonstrate the applicability of DANN, we consider two case studies. In the first case study, we predict the condition of a gearbox system running under high-load using the knowledge gained from low-load and high-load operation data. The second study focuses on transferring inference from labeled simulation data to unlabeled experimental data for a three-story structure. For the first case, the improve-
Figure 6. DANN architecture for experimental example

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Data</th>
<th>Low-Fidelity Model</th>
<th>High-Fidelity Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Simple</td>
<td>Updated</td>
</tr>
<tr>
<td>Source-only</td>
<td>Source</td>
<td>96.33</td>
<td>94.01</td>
</tr>
<tr>
<td></td>
<td>Target</td>
<td>14.40</td>
<td>17.08</td>
</tr>
<tr>
<td>DANN</td>
<td>Source</td>
<td>92.60</td>
<td>99.62</td>
</tr>
<tr>
<td></td>
<td>Target</td>
<td>14.37</td>
<td>41.27</td>
</tr>
<tr>
<td>Improvement</td>
<td></td>
<td>-0.02</td>
<td>24.19</td>
</tr>
</tbody>
</table>

Table 6. Accuracy for domain adaptation from numerical to experimental data (all values in percentage)
The current approach processes source and target data separately during training. In reality, for the majority of structural health monitoring applications, the structure is expected to be in healthy condition right after the construction. Thus, target domain data labeled as normal/undamaged is accessible for training to some extent. For future research, novel domain adaptation methods should exploit this limited target domain data during training to extract more generalized latent features and to improve the adaptation. Lastly, other domain adaptation strategies such as GAN-based discriminate approaches (Tzeng, Hoffman, Saenko, & Darrell, 2017) should be also explored.

4. Conclusion

For many SHM methods based on supervised learning, experimental target data is often not available. For such cases, a classification model trained with simulation data may not generate correct predictions for real data. Without addressing the data shift between the source and target domain, it is challenging to learn a model that can be used for SHM. This paper shows that domain adaptation is a viable approach to damage classification problems. Specifically, we show the applicability of adversarial domain adaptation using two case studies. In the first case, we study the fault detection performance for a gearbox system between low-load (source) and high-load (target) domains and we observed that the prediction accuracy improves using domain adaptation. Additionally, we compared DANN to TCA and JDA to demonstrate the performance gain from DANN over the traditional domain adaptation methods. The second case focuses on detecting and locating damage for a three-story structure. Here, we utilized a numerical model of the structure for generating labeled source domain data and the experimental data for unlabeled target domain data. The results show that DANN increases classification performance.

The current approach processes source and target data separately during training. In reality, for the majority of structural health monitoring applications, the structure is expected to be in healthy condition right after the construction. Thus, target domain data labeled as normal/undamaged is accessible for training to some extent. For future research, novel domain adaptation methods should exploit this limited target domain data during training to extract more generalized latent features and to improve the adaptation. Lastly, other domain adaptation strategies such as GAN-based discriminate approaches (Tzeng, Hoffman, Saenko, & Darrell, 2017) should be also explored.
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