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ABSTRACT

Physics-based approach to the cryogenic flow health man-
agement is presented. It is based on fast and time-accurate
physics models of the cryogenic flow in the transfer line. We
discuss main features of one of these models – the homoge-
neous moving front model – and presents results of its val-
idation. The main steps of the approach including fault de-
tection, identification, and evaluation are discussed. A few
examples of faults are presented. It is shown that dynamic
features of the faults naturally form a number of ambiguity
groups. A D-matrix approach to optimized identification of
these faults is briefly outlined. An example of discerning
and evaluating faults within one ambiguity group using op-
timization algorithm is considered in more details. An appli-
cation of this approach to the Integrated Health Management
of cryogenic loading is discussed.

1. INTRODUCTION

Future of the space exploration requires development of the
Integrated Health Management (IHM) of cryogenic systems
on the ground and in space (Chato, 2008). Cryogenic propel-
lant loading operations are some of the most complex, critical
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tributed under the terms of the Creative Commons Attribution 3.0 United
States License, which permits unrestricted use, distribution, and reproduc-
tion in any medium, provided the original author and source are credited.

activities in launch operations (Johnson, Notardonato, Currin,
& Orozco-Smith, 2012). Full potential of autonomous intelli-
gent health management of such systems on the ground and in
space can be achieved by using fast and time-accurate physics
models of the two-phase cryogenic flow.

Predicting the behavior of the two-phase flows is a long stand-
ing problem (Prosperetti & Tryggvason, n.d.). To solve this
problem we developed a hierarchy of the models of two-
phase cryogenic flows (Luchinsky, Smelyanskiy, & Brown,
2014a), verified and validated their performance (Luchinsky,
Smelyanskiy, & Brown, 2014b; Hafiychuk et al., 2014, 2015).
The models are fast and accurate enough to allow for on-line
applications to the cryogenic health management, including
on-line solution of the optimization problem.

In this paper we describe the progress in development of
such physics based approach to fault isolation and recovery
for cryogenic loading operation. We present moving front
model of the two-phase cryogenic flow (Zhang & Zhang,
2006; Hafiychuk et al., 2014, 2015) and the results of its val-
idation. Next we discuss the application of this model to the
creation and extension of the digital library of faults related to
the cryogenic loading operation. We demonstrate that these
faults naturally form a number of ambiguity groups with sim-
ilar dynamic features within each group. We propose to use
D-matrix formalism (Sheppard & Simpson, 1996) to enhance
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identification of the faults with multiple ambiguity groups.
To optimize the performance of the D-matrix method we pro-
pose to use iDME tool (Singh et al., 2009). The focus of
the current paper is on the discussion of the development of
on- and off-line optimization tools that can be used to discern
and evaluate faults within one of the ambiguity groups. We
present the results of numerical test in which one of the faults
(valve stack open) was identified within ambiguity group. We
use optimization algorithms to discern this fault from other
possible faults (another valve stack open and a gas leak). We
verified the performance of three optimization algorithms (lo-
cal unconstrained nonlinear optimization, direct search, and
Markov Chain Monte Carlo (MCMC)). We demonstrated that
direct search algorithm can correctly identify and evaluate the
fault. Finally, we provide the conclusions and discuss future
work.

2. MODEL

The homogeneous model of the two-phase flow describes the
flow dynamics and thermodynamics in terms of conservation
laws for the mass, momentum, and energy

ρ,t + (ρu),z = 0

(ρu),t +
(
ρu2
)
,z

= −p,z − 1
A (τwlw)2φ − ρg sin θ

(ρe),t + (ρuh),z = 1
A q̇wlw

written for the mixture density ρ and enthalpy h

ρ = αρv + (1− α) ρl; h = xhv + (1− x)hl

and coupled to the equation for the wall temperature

ρwcwdw
∂Tw
∂t

= Hw (T − Tw) li +Ha (Ta − Tw) lo. (1)

The set of the model equations is closed by adding equation
of state to the system

ρ(g,l) = ρ(g,l)

(
p, h(g,l)

)
. (2)

The moving front version of this model (Zhang & Zhang,
2006) allows one to incorporate up to three coexisting states
of the fluid (vapor, liquid, and their mixture) within one con-
trol volume, therefore, increasing fidelity of the model.

In the particular version of the moving front model developed
in (Hafiychuk et al., 2014, 2015) the momentum equation is
solved in the quasi-steady approximation, neglecting inertia
terms (

Aρu2
)
,z

+
1

A
(τwlw)2φ = −p,z − ρg sin θ.

In this approach calculations of the mass fluxes is decou-
pled from the integration of the conservation equations for
the mass and energy. The resulting algorithm allows for very

fast and time-accurate predictions of the cryogenic two-phase
flow in transfer lines. The speed of the calculations can be fur-
ther improved by using non-conservative linearized version of
the mass and energy conservation equations.

2.1. Vapor region

The specific form of the linearized equations depends on the
type of the flow. For example, using Taylor expansion for the
density in terms of pressure and enthalpy

dρ =
∂ρ

∂p
dp+

∂ρ

∂h
dh

we obtain for the pure vapor region the following set of equa-
tions

∂ρg
∂p

dp
dt +

∂ρg
∂hg

dhg

dt = ṁin−ṁout

∆zA(
∂(ρghg)
∂p − 1

)
dp
dt +

∂(ρghg)
∂hg

dhg

dt =
(ṁghg)in−(ṁghg)out

∆zA

+ 4
DHwg (Tw − Tg)

For liquid control volume the equations are exactly the same
on the substitution of subindex g (for a gas) on subindex l (for
a liquid).

2.2. Two-phase region

In the case of the two-phase flow region we have (Zhang &
Zhang, 2006; Hafiychuk et al., 2014, 2015)((

ᾱ
∂ρg
∂P + (1− ᾱ)∂ρl∂P

)
+ (ρg − ρl) dᾱdP

)
dP
dt

+
(ρg−ρl)
(hg−hl)

dᾱ
dx2

dh
dt = 1

V (ṁin − ṁout)((
ᾱ
∂ρghg

∂p + (1− ᾱ)∂ρlhl

∂p − 1
)

+ (ρghg − ρlhl) dᾱdp
)
dp
dt

+
(ρghg−ρlhl)

(hg−hl)
dᾱ
dx2

dh
dt =

1
V ((ṁinhin − ṁouthout) + ∆zHambD (Tw − T ))

where

∂ᾱ

∂b
=

(b+ 2)
/
b3

(x2 − x1)
ln

1 + bx2

1 + bx1
− 1

b2
−

(1 + b)
/
b2

(1 + bx1) (1 + bx2)
.

Here x1,2 are the flow quality on the left (z1) and right (z2)
boundaries of the two-phase region, γ̄(p, x2) is the averaged
void fraction in the two-phase region defined as

ᾱ (P, x2) =
1

z2 − z1

z2∫
z1

dzα.

The flow quality is assumed to change linearly with coordi-
nate as follows

x (z) = x1 + (x2 − x1) (z − z1) / (z2 − z1)
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and the variable b(p) is defined using correlations (Woldesemayat
& Ghajar, 2007)

b (p) =

(
ρl
ρg

)n1

·
(
µg
µl

)n2

− 1 > 0.

2.3. Vapor and two-phase region in one control volume

As we mentioned above, to elevate fidelity of the model the
mixed control volumes are allowed. Here we consider one
example of such control volume filled with vapor and two-
phase region. It is assumed that the location of the boundary
between two regions L2(t) is changing with time. In this
case we have to solve two sets of two-dimensional equations
for each region considered in two previous sections simulta-
neously with the equation for the moving boundary (Jensen,
Jensen, & Tummescheit, 2002).

In the two-phase region the equations take the form(
ᾱ
∂ρg
∂p + (1− ᾱ) ∂ρl∂p

)
dp
dt + (ρg − ρl)×[

(ᾱ− 1) d lnL2

dt + dᾱ
dt

]
= ṁin−ṁ23

V2[
ᾱ
∂(ρghg)
∂o + (1− ᾱ) ∂(ρlhl)

∂p − 1
]
dp
dt + (ρghg − ρlhl)×[

(ᾱ− 1) d lnL2

dt + dᾱ
dt

]
=

ṁinhin−ṁ23hg

V2
+

4
DHwf (Tw2 − T2)

and for the vapor region we have

∂ρ3

∂p

dp

dt
+
∂ρ3

∂h3

dh3

dt
+ (ρ3 − ρg)

d lnL3

dt
=
ṁ23 − ṁout

V3(
∂(ρ3h3)
∂p − 1

)
dp
dt + ∂(ρ3h3)

∂h3

dh3

dt + (ρ3h3 − ρghg)×
d lnL3

dt =
ṁ23hg−ṁouthout

V3
+ 4

DHwg (Tw3 − T3).

These four equations can be solved simultaneously for pres-
sure, enthalpies, and location of the boundary once we as-
sume that the pressure is the same in both regions. We can
further speed up calculations if we consider liquid phase to
be at saturated conditions in the two-phase region. Similarly,
the pressure and enthalpy for the mixture and pure phases can
be found in all other cases (Hafiychuk et al., 2014; Jensen et
al., 2002).

Once pressure and enthalpies are found one can calculate
mass fluxes between the volumes.

3. ALGORITHM

The algorithm is straightforward and consists of two steps.
At the first step of the algorithm mass and energy conserva-
tion equations are solved for all control volumes once initial
conditions for the mass fluxes are provided.

For example for the control volume filled with vapor explicit
Euler scheme can be used to advance solution in one time step

[
b11 b12

b21 b22

] [
dpL
dhg,L

]
=

[
f1

f2

]
dt. (3)

The matrix and vector coefficients in Eq. (3) are given by the
following equations

b11,L =
∂ρg,L
∂pL

b12,L =
∂ρg,L
∂hg,L

b21,L =
(
∂(ρghg)L
∂pL

− 1
)

b22,L =
∂(ρghg)L
∂hg,L

f2,L =
(ṁghg)j−(ṁghg)j+1

VL
+ 4

DL
Hwg,L (Tw,L − Tg,L)

f1,L =
ṁj−ṁj+1

VL
.

The node notation convention is shown in Fig. 1. Similar
equations hold for all other types of control volumes.

At the second step of the algorithm, the momentum equation
is solved as follows

ṁ2
j

A2
n

[
1
ρn

(
fn

Ln

Dn
+
∑
Kn

)
+(

x2

γρg
+ (1−x)2

(1−γ)ρl

)
n

]
= −∆pj −∆zjρjg sin θ.

(4)

This equation is applicable when pipe diameters on the both
sides of the junction are the same. The subindex n for fric-
tional factor f and minor losses K refers to the control vol-
ume on the left or right hand side of the junction.

The stability of this approximation (Thome, 2006) was en-
forced by the donor-like formulation of the frictional losses
for the mass fluxes written in (2) in the following form

(
Aρu2

)∣∣z2
z1

=
ṁ2
j

2A2
n

(
x2

γρg
+

(1− x)2

(1− γ)ρl

)∣∣∣∣z2
z1

.

The donor-like formulation assumes that n = K if the right-
hand side of the Eq. (4) is positive and n = L otherwise.

4. CORRELATIONS

The thermodynamic and mechanical properties of the two-
phase flow within this model are described using the follow-
ing set of correlations.

The frictional losses coefficients f1,3 in Eq(5) were calculated

Figure 1. The convention for the nodes and junction nota-
tions.
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using the Swami-Jain (Thome, 2006) approximation of the
Colebrook equation:

1√
f1,3

= −1.74 ln

(
dr

3.7D
+

1.26

Re1,3

√
f1,3

)

f1,3 = 0.25

(
log
( ε

3.7D

)
+

5.74

Re0.9

)−2

where ε is roughness, D - pipe diameter, and Re is the
Reynolds number determined by the following relation mass
flow rate Re = ṁD

Aµ with ṁ being mass flow rate.

For the two-phase flow the frictional loss coefficient was cal-
culated according to the Mueller-Steinhagen and Heck corre-
lation (Thome, 2006) is

f2 = ρ̄2f1
ρl(x2−x1)

[
β
4x

4−
3
4 (1− x)

4/3 [
1 + 2

7 (β − 1) (3 + 4x)
]]∣∣∣x2

x1

.

The Dittus-Boelter approximation (Thome, 2006) was used
to calculate the heat transfer:

Hwf = αHwg + (1− α)Hwl

Hwv,wl =
( κ
D
Nu
)
v,l

Nul,g = 0.023Re
4/5
l,g Pr

2/5
l,g .

The boiling enhancement factor was introduced the same way
as in the Gungor-Winterton (1987) correlation (Thome, 2006)

H2 = ηH0

〈
(1− α)

4/5
E
〉

where η = Fr0.1−2FrifFr < 0.05 and η = 1ifFr > 0.05.
Here

E(x) = 1 + 3000Bo0.86 + 1.12

(
x

1− x

)0.75(
ρl
ρg

)0.41

is the boiling enhancement factor, Fr =
(
ṁ
ρlA

)
1
gD is the

Froude number, and Bo =
H2(Tw−Tf )A
ṁ(hg−hl)

is the boiling num-
ber.

5. VERIFICATION AND VALIDATION

The moving front model was verified for cryogenic applica-
tions by comparison of the model performance with the re-
sults of simulations using SINDA/FLUlNT code (Kashani et
al., 2014). It was also validated by comparison with exper-
imental data obtained at NIST (Brennan, Brentari, Smith, &
Steward, 1966) and at KSC (Hafiychuk et al., 2015).

An example of the model validation using experimental data

Figure 2. Model predictions (red lines) of the chilldown in
cryogenic transfer line are shown in comparison with exper-
imental data (black lines): (top) temperature and (bottom)
pressure at three locations alone the line.

obtained at KSC cryogenic testbed is shown in Fig. 2. Model
predictions for the temperature and pressure (red lines) during
chilldown in transfer line are shown in comparison with ex-
perimental data obtained for temperature and pressure (black
lines) obtained in the testbed at KSC. It can be seen from
the figure that despite the simplifications introduced to speed
up integration, the model can reproduce accurately both pres-
sure and temperature variations at different locations along
the line.

The proposed integration scheme is very fast. The 2000 sec-
onds of the real time chilldown in this example were inte-
grated in less than one second of the CPU time on a laptop.

The fast and time-accurate predictions of the cryogenics two-
phase flow obtained using this model open a possibility of
development of the model-based approach to the integrated
health management of cryogenic systems. Below we report
on the progress in development of such an approach.

6. PHYSICS BASED APPROACH TO THE FAULT DIAG-
NOSTICS AND EVALUATION

The online health management of cryogenic systems involves
the following set of basic operations: (i) continuous monitor-
ing of the fluid transfer and fault detection; (ii) fault isolation
and identification; (iii) fault evaluation. A more advanced
IHM can also propose and optimize fault recovery strategies.

In this paper we will discuss briefly how physics-based ap-
proach can enhance the performance of an IHM system at
every step. We will demonstrate that faults during cryogenic
fluid transfer naturally fall within several ambiguity groups.
We discuss how physics models can help to improve fault
identification using D-matrix formalism. We present an ap-
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Figure 3. Fault detection in the transfer line when one of the
bleed valves is stack closed.

plication of the physics models to discerning and evaluating
faults within one ambiguity group.

6.1. Fault detection

An event of fault detection is depicted in the Fig. 3. In this test
the transfer line is opened for the fluid flow at around 500 sec
and one of the bleed valves in the system is stack closed. This
fault causes partial blocking of the upstream flow through the
line and chilldown delay. As a result the fluid temperature
along the line is higher than in nominal regime. The devi-
ation of the temperature from the nominal dynamics can be
detected by several sensors along the line as the crossing of
the top margin by the temperature time trace. Once this cross-
ing is observed the system signals fault detection.

Once fault is detected the IHM system should locate and iden-
tify it. This task is nontrivial because there are many possible
faults in the system, their dynamics is complex, and different
faults may often cause similar response of the system.

The model based approach to the IHM allows one to simplify
the solution of this problem by building off-line a digital li-
brary of such faults and investigating their dynamic features.
The dynamic features can be ultimately related to the flow
properties via full set of the flow boiling correlations avail-
able within the hierarchy of models. This digital library can
be extended and improved by continuous experimental vali-
dation of some of these faults and by learning model param-
eters. Here we lay down the foundation of this process and
provide some preliminary results of the corresponding analy-
sis.

6.2. Identification

Our example below is focused on the chilldown for two main
reasons. Firstly, it is very desirable to detect faults in the
cryogenic line at earlier stage before transfer has began. And
fault detection at the chilldown stage provides such an oppor-
tunity. Secondly, chilldown analysis is very challenging and
most of the functional fault models ignore this stage of oper-
ation. In this sense the model based approach allows one to
fill the corresponding gap in the IHM of cryogenic systems.

The faults in the cryogenic transfer line are most frequently

Figure 4. Dynamical features of three faults within one am-
biguity group: (top row) bleed valve 1 is stack open, (middle
row) bleed valve 2 is stack open, (bottom row) leak in one of
the pipes.

related to the flow blocking or leaks. The flow blocking
may have multiple origin including e.g. clogging, valve stack
closed, vapor lock.

Some of these faults have dynamical features similar to those
shown in the Fig. 3. These faults correspond to the partial
flow blocking and can be detected by several sensors. The
faults with similar dynamical features that can not be easily
identified are combined in so-called ambiguity groups. The
numerical analysis reveals several such ambiguity groups for
the faults in cryogenic flow. Identifying faults with similar
dynamic features within one ambiguity group is a challenging
problem.

Example of another ambiguity group is shown in Fig. 4. The
top row demonstrates temperature transients in the system for
the case when one of the bleed valves is stack open. This fault
results in the increased fluid flow that speeds up chilldown dy-
namics. As a consequence, the temperature of the fluid in the
pipe becomes lower than in nominal regime. The deviation of
the flow temperature beyond low margin can be detected by
several sensors.

Similar dynamic features are observed when a different bleed
valve is stack open. The model predictions for the corre-
sponding temperature time-series data are shown in the mid-
dle row.

The leak in the pipe also results in the increase of the flow rate
and cooling upstream of the fault. The transient dynamics of
the flow temperature detected by sensors in this case is shown
in the bottom row of the Fig. 4. It follows very closely the
dynamics observed in two previous cases making it difficult
to identify of one of these three faults.
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t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
f1 0 1 0 0 1 0 0 0 0 1
f2 1 0 1 1 0 1 1 1 0 0
f3 1 0 1 1 0 1 1 1 0 0
f4 0 1 0 0 1 0 0 0 1 0
f5 1 0 1 1 0 1 1 0 0 0
f6 0 1 0 0 1 0 0 0 0 0

Table 1. The fragment of the D-matrix build for two groups
if faults using outcome of eight sensors. The two ambigu-
ity groups are highlighted by pink and cyan. The predicted
dependencies for two virtual sensors that can partially disam-
biguate the faults are highlighted in the last two columns by
gray color.

6.3. Dependency matrix of the cryogenic chilldown

An efficient approach to the solution of this problem can be
developed within D-matrix formalism (Sheppard & Simpson,
1996). In this approach each fault is projected on a binary
sequence of the test results. In this sequence 1 corresponds to
the dependency relation between faults and tests and 0 corre-
sponds to no such relation. Overall, the directed graph corre-
sponding to the logical relationships between the set of tests
(results of the sensor measurements) and the set of diagnoses
(faults) can be represented in a bit-wise D-matrix (Sheppard
& Simpson, 1996).

An fragment of the D-matrix developed for the fault diagnos-
tics in the cryogenic transfer line during chilldown is show
in the Table ??. There is a set of definitions used to opti-
mized fault identification within D-matrix approach (Singh et
al., 2009): (i) Some invalid test points are eliminated if these
nodes have no contribution to fault diagnosis results; (ii) The
undetectable faults which dont exist in a dependency matrix
should be deleted; (iii) Some faults have same states combi-
nations, these ambiguity faults should be combined.

These simple improvements were applied to the fragment of
the D-matrix for the test set {t1, . . . , t8} presented in the Ta-
ble ??. Two ambiguity groups corresponding to the stack
open (leaks) and stack closed (clogging) faults at different
bleed valves are highlighted by cyan and pink colors.

It is well-known that the model-based frameworks can sub-
stantially enhance interaction of behavioral knowledge and
diagnostic inference (Angeli & Chatzinikolaou, 2004). A
more detailed discussion of the development of the on-line
expert system for the IHM of cryogenic transfer will be given
elsewhere. Here we provide two examples of how the model-
based approach can be employed to disambiguate the faults
within the ambiguity groups.

Firstly, model predictions can be used to analyze the perfor-
mance of the virtual sensors and suggest appropriate modifi-
cations to the dependency matrix. A result of such analysis is
shown in the Table ??. The two virtual sensors proposed us-
ing simulations of the physics model are mass flow measure-

ments at two specific locations. The corresponding depen-
dencies are highlighted by gray color in the last two columns.
It can be verified easily from the table that these two addi-
tional tests can help to resolve ambiguity in one of the groups
while the second group of faults remains unresolved. We now
show that these faults can be resolved at the evaluation stage
using optimization tools within model-based framework.

7. EVALUATION

Once fault is identified to belong to one of the ambiguity
groups the parameter space for subsequent fault analysis and
evaluation is substantially reduced. At this stage a number
of optimization tools can be employed to disambiguate and
estimate the value of the fault.

In the numerical test described below three possible fault
were identified: (i) valve cv1 stack open, (ii) valve cv2 stack
open, and (iii) leak in one of the pipes. Their dynamic fea-
tures (see Fig. 4 and faults f2, f3, f5 in the Table ??) are very
similar and additional analysis is required to disambiguate the
fault. Three optimization tools were developed and tested for
cryogenic chilldown model - unconstrained nonlinear opti-
mization, the MCMC, and the direct search.

The unconstrained optimization is very efficient for the local
search and fine tuning of the single parameter. In the case of
search in the space of three parameters this algorithm tends to
stack at multiple local minima. The MCMC algorithm with
Metropolis-Hastings step was also dwelling on the local min-
ima for prohibitively long time for on-line applications.

At the same time it was found that for three-dimensional pa-
rameter space the direct search algorithm is very efficient in
locating the neighborhood of the global minimum and dis-
cerning between the faults within one ambiguity group. The
results of application of this algorithm to the evaluation of the
fault are shown in the Fig. 5.

The fault (valve cv2 stack open at 30%) was injected at 300
sec. It was almost immediately detected by one of the sensors
and a short time later by two other sensors. We emphasize
that only temperature sensors were able to detect the fault,
while pressure sensors readings remained within the margins.

The identification procedure described in the previous section
reduced the analysis of the fault root to three possible causes.
To discern between the possible fault causes the following
nonlinear curve fitting algorithm was employed. The model
predictions for the temperature and pressure Fn(tn, ck) were
fitted to the measured values of pn and Tn on the time interval
t0, ..., tN (spanning from detection time to present time or the
end of chilldown) at the sensor locations. The cost function
was chosen in the form

S(ck) =

N∑
n=0

(
(F1,n − pn)

2
+ (F2,n − Tn)

2
)

6
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Figure 5. The results of discerning and evaluating faults
within one ambiguity group.

where the ck is the set of parameters of suspected faults.

By scanning through the parameter space it was possible to
rule out two of the suspected faults and to estimate the value
of the correctly identified remaining fault. In particular, it
can be seen from the figure that the leak fault was ruled out
after 10 iterations, and after 50 iterations it was possible to
disambiguate between two suspected valve stack open faults.
It can also be seen in the figure that the algorithm converges
to the correct value of the fault in 60 iterations. Each iteration
takes less than half a second of integration on a laptop.

The fault discerning and evaluation described above complete
the example of application of the physics based approach to
the integrated health management of cryogenic loading op-
eration. It demonstrates that the physics based approach to
the IHM of cryogenic systems may offer a number of signif-
icant extension and improvements of the IHM capabilities as
compared to other techniques.

8. CONCLUSION

In conclusion we note that physics models develop within
this project allow for very fast and time-accurate predictions
of the pressure and temperature dynamics of cryogenic sys-
tem during chilldown and loading operations. This capability
opens a unique opportunity of developing model-based ap-
proach to the on-line health management of cryogenic sys-
tems.

We provided an example of application of the model-based
approach to three basic steps of the integrated health man-
agement - fault detection, identification, and evaluation. We

demonstrated that at every step the model-based approach can
enhance and extend capabilities of the health management
system. We emphasize that provided example refers to the
chilldown operation, which is one of the most challenging
regimes of loading from the point of view of model predic-
tions and fault management.

We showed that model-based approach allows one to create
and extend digital library of faults in cryogenic system that
includes realistic dynamic features of the faults. It also al-
lows one to create and optimize dependencies matrix between
faults and sensors measurements that can be used for the fast
on-line fault identification. We demonstrated that physics
based analysis reveals several ambiguity groups for the faults
in cryogenic system.

We developed a number of the model-based optimization
tools that allows one to discern and evaluate faults within
each ambiguity group. The development of these tools paves
the way to a number of important applications of the model-
based approach including machine learning of the system and
flow parameters, optimization of the fault recovery strategies,
loading regimes, and design of cryogenic systems. The re-
sults of the development of these applications will be dis-
cussed in details in our future work.
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NOMENCLATURE

u velocity
T temperature
p pressure
e specific energy
h specific enthalpy
H heat transfer coefficient
g gravity
Re Reynolds number
Fr Froude number
Bo Boiling number
t time
∆t time step
E enhancement factor
A cross-sectional area
V volume of the control volume
f friction factor
l perimeter
z coordinate along the pipe
x mass fraction
y height of the control volume
ṁ mass flow rate
c specific heat
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Greek
α gas void fraction
ρ density
τ wall shear stress
µ viscosity

Subscript
g gas
3 two-phase region
w wall
a ambient
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