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ABSTRACT accurate for efficient diagnostics via iDME tool.

The study is motivated by NASA _pIans to dgvelopl_lNTRODUCTION

technology for an autonomous cryogenic loading aan

including online fault diagnostics as a part ofetiiated ~ Systems engineering is an important field to desagul
Health Management system. For years, the diagnosti®anage complex engineering systems during thee lif
modeling effort is performed in many paradigms. dlai  cycle. According to the NASA Systems Engineering
these paradigms independently can provide a comglet Handbook, System Engineering is a robust approachet

of efficiency metrics: better diagnostics, lowendime, etc. ~ design, development, test, evaluation and operation
D-matrix, a causal 0-1 relationship between faatid tests, (DDTEO) of cyber-physical systems. In simple terrie

is proposed as a single representation betweewreliff approach consists of identification and quantifarat of
model-based diagnostic methods for comparison anglystem goals, creation of alternative system desigicepts,
communication. This framework is suitable to create Pperformance of design trades, selection and imphéatien
common platform for communication via D-matrix for Of the best design, verification that the desigrprisperly
systems engineering process. The knowledge transféuilt and integrated, and post-implementation assest of
between modeling techniques is done via D-matrix. | how well the system meets (or met) the goals (NASA
addition, D-matrix provides a common paradigm toSystems Engineering Handbook, 2007). In this paper,
compare the embedded knowledge and performance Wfilll present integrated system health managemesti)
heterogeneous diagnostic systems. D-matrix is géer techniques as a systems engineering process viaatix
from physics models to be used with faster run-timgramework. This common model can be migrated
performance D-matrix based diagnostic algorithmsthroughout the DDTEO process; thus enabling cost-
Additionally, we will also investigate if the degd D- effective system design to operations for NASA iiss.

matrix and thereby the physics model is sufficiemd -, systems engineering process, system health

_ _ S management is very critical during design, develepim
Anuradha Kodali et al. T‘h|s is an opeueess_artl_cle d|str_|buted un operation, and life cycle management of system comapts
the terms of the Creative Commons Attributi@r0 United State .
License, which permits unrestricted use, distritrutiand reproductic (‘]O_hnson’ Gormley, Kessler, M(?tt' Patters_on'Hme'
in any medium, provided the original author andrseuare credited. Reichard, Karl & Scandura, 2011). This processisighed
to improve system dependability while in operatitBiHM
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is a parallel capability across the entire systefmose as the common representation across models. Toogupp
objective is to avoid failures where possible, ptimarily  this idea, in this paper, we will present the pnahiary study
reverts the system back to nominal functional ba&hav to build D-matrix from closer to real system phgsinodels
Even though ISHM is very critical for system’s ogion, it ~ operating at different system modes. Additionallg will

is not fully accepted as an integral part in systemanalyze the generated D-matrix via iDME tool fonser
engineering process. This is partly due to the latka  optimization and diagnostic performance (KodalipRson,
comprehensive framework that can well-define the& Patterson-Hine, 2013).

requirements and knowledge in a simplistic way e be We will demonstrate deriving D-matrix for the cryogc

easily interpreted by system engineers and healt o . ! . : :
management community. l[.'ransmlssmn line that includes pipes of differdi@meter,

control and dump valves. The cryogenic transmis$oa

In ISHM process, system anomalous behavior is ddfiny  high-fidelity first-principles physics model. Thuderiving
low-level component failures. Fault diagnosis, seally D-matrix from this model would help to achieve rnime
deals with detecting, isolating, and identifying tbause of diagnostic performance and sensor optimization. déhesal
failure. There are many fault diagnosis methodsniyiai 0-1 relations between faults and responses of presand
categorized into model-based, data-driven, and ledye- temperature sensors will be obtained empirically by
based. In this paper, we are defining a commorsimulations of a moving front homogeneous two-phase
representation for model-based methods via diagnostphysics model of cryogenic chill down in transmsslines.
matrix (D-matrix) (Luo, Tu, Pattipati, Qiao, & Chiga, There will be associated test logic to determiribef sensor
2006). This is to give a global perspective for MbHrocess measurements represent nominal (0) or any faultglition

in terms of the overall system. Traditional Hazaahtrol  (1). Specifically, the generated D-matrix containgre than
lacks this global view to deal with cross-subsysfaifure  one system mode; thus, the modeled faults haverdift
propagations. signatures in different system mode. D-matrix alsvay
represents the system in a single system mode., Thus
multiple D-matrices are required, one for eacheysinode.
But, in this paper, we built one aggregated D-matvith
each row corresponding to a failure mode and systeuhe.
We will also investigate if the derived D-matrixdafficient

to obtain efficient diagnostics performance witk #xisting
sensors. In this paper, we used the same simuttaizdfor
building and then validating the D-matrix. By doiag, we
are training the model to correct answer. But,un @ase, as
we are analyzing only for observability, using Hzane data
should be fine. Generally, it is advisable to hatfferent
datasets for both.

D-matrix is a causal representation between faulth tests
with 1 representing the relationship that the test detect
corresponding failure in the component and 0, otisr.
Our idea is to present D-matrix suitable to system
engineering process. This is performed in 2 waystlf,
D-matrix is defined as a communication platformwestn
diagnostic modelers and system engineers. It iddeal
representation that can be easily understood byermsys
engineers to approve or make changes with its close
human reasoning. Secondly, it acts as a commonreptunal
diagnostic framework for knowledge transfer and pare
among different diagnostic models. Importantlywill help

to analyze for the best diagnostic model representa Thus, this paper presents the methodology to generad
Additionally, any diagnostic model can be analyZed analyze D-matrix from high-fidelity physics modédl the
errors using a tool called iDME via its represdotatas D-  cryogenic transmission line. This is our first steplefine a
matrix. This is a simple effort compared to tryteganalyze unified systems engineering process across differen
the original model itself for efficiency. modeling techniques. In Section 2, we will discDsmatrix

Diverse modeling techniques have different ways toand iDME tool. In Section 3, we will describe thede! for

interpret diagnosis. For years, the diagnostic riogeffort cryogenic transmission line. We will - elaborate the
Interp ar ' years, g contributions of this paper in Sections 4 and 5e Tinst

is performed in many paradigms. Fault trees (Ves002), ibution i D ix f hvsicedal of
failure modes and effects analysis (FMECA), graphkeu contribution Is to generate D-matrix from physicedal o
dependency models (Deb, Pattipati, Ra hav,an Shaker cryogenic system. This is done by simulating dedanfthe
ShFr)estha y1995) are so,me eF>)<arr,1 Iesg Noné of thegé]ySiCS model. Secondly, the generated D-matril bdl
aradi m’s independently can rovic?e é complete oget evaluated for diagnostic performance and sensitivit
paradig ) p. y @ Pro np towards the defined test logic of each test. Thigresented
efficiency metrics: better diagnostics, lower rimg, etc.

. . . . in Section 5. In this paper, we demonstrate thatcirrent
But, one thing that is common among all these teghas is : . : :
the implicit knowledge of D-matrix. Not all technigs model is only partially observable and thus to_iover

generate D-matrix for their diagnosis purpose. Bbe efficiency, more tests need to be added. Tests twdi

. i : ) designed to disambiguate an ambiguous set of faults
information about fault-test dependencies can bsilyea accordingly. This acts as guidance for the systesigter
established for any model via simulations or rehditg gy. g Y '

. : : . In Section 6, we will briefly discuss the innovatiof this
analysis (Skl_ena, 2011) or interpretation of thaje_icby an  research. We will summarize the findings and presea
expert. This is why, as discussed earlier, D-maiaix serve

future work in Section 7.
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Figure 1. iDME architecture for physics model.

2. DIAGNOSTIC MATRIX (D-MATRIX) AND TESTABILITY
ANALYSISVIAIDME TooL

Most dependency modeling techniques representydtera
in the failure space. It is sufficient to model ypithe fault
propagation to various monitoring points (testf)ug, this
type of dependency modeling captures only the mimim
necessary information. This is contrary to the fagu
gualitative and quantitative techniques (Kuipet£93).
They require complete specification of system comepds,

the state and observed variables associated with eaBayesian

component, and the functional relationships amabwegstate
variables. Acquiring this precise information ist radways
possible with increasing complexity in systems. rfcedter
modeling, it will be difficult to analyze these neld for
testability and diagnostic performance.

D-matrix provides the required simplistic view fawur
purpose that results in lesser footprint duringl-tieae
implementation and can be applied to large-scatesys
with faster processing time. This matrix is alsqularly
known as dependency matrix, fault dictionary, oultfa
signature matrix. This matrix is obtained from diesl
graphs based on first principles via reachabilihalgsis.
Each test is analyzed to find the correspondingeizsl
failure source (Deb, Pattipati, Raghavan, Shakeri
Shrestha, 1995). The dependency between a faiburees
and test is defined if the test can detect thet fathlen it
occurs. This is identified as “1” in the D-matrotherwise it
is “0”. These Boolean expressions can be conceasetbst
fail (1) or pass (0) in real sense. More than ces tan
detect a single failure source. Each test is ifiedtiby
corresponding logic that determines if the test fladled or

checks to complicated signal processing technidiles
Fourier transforms or statistical or trending tests
Dependency models include both D-matrix and tegiclo
The concept of D-matrix is popularized commerciably
TEAMS software which employs multi signal modeling
framework (Qualtech Systems Inc.).

The concept of D-matrix is quite popular in aeraspa
diagnostic community. Due to its widespread usapgés
standardized as “diagnostic inference model” (IEEf
1232-2002). Most diagnostic algorithms, for example
inference, case based reasoning, ruledbase
inference, set partitioning can be applied easilyrhodels
based on D-matrix concept (Sheppard & Butcher, 2006

2.1 iDME Tool: Analyze D-Matrix

The diagnostic information of the system is sumasatiby
D-matrix. Hereafter, all diagnostic analysis is fpamed
using this matrix. In other words, the original nrebés not
required anymore unless the modeler wants to utadets
the trace back and modify the schematics. But iaragther
perspective, the major contribution of this paetoi utilize
D-matrix to analyze efficacy of the correspondirtyygics
model. In such case, the physics model is modified
accordingly based on the findings from the D-matria
&DME tool.

iDME tool, with the aid of supervised data (datdabeled
with corresponding nominal or faulty state), debugsl
proposes repair strategies to D-matrix by coordtigatvith
the decision maker (user) (Kodali, Robinson, & &atin-
Hine, 2013).

iDME is defined as a combined process of computet a

passed. The test logic can range from simple tbidsh user decisive mechanisms where computer provides
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Table 1. Tests list.

Test Name| Sensof Test Narl&enSO'
Tests 1&2 PT104| Tests 13&14#T148

Tests 3&4 TT102 | Tests 15&16I'T149
Tests 5&6 PT161| Tests 17&1%T152
Tests 7&8 TT162| Tests 19&40rT156

Tests 9&10 PT145| Tests 21&2PT158

Tests 11&12| TT146| Tests 23&24T191

Table 2. Faults list.

Fault Name Valve
Fault 1 CV120 stuck closed
Fault 2 CV117 stuck closed
Fault 3 CV117 stuck opened
Fault 4 CV112 stuck closed
Fault 5 CV112 stuck opened
Fault 6 Heat leak
Fault 7 Mass leak

platform of the diagnostic analysis of the systeodal with

the aid of supervised data and the decision ma&dopns
the role of accepting/declining repair strategiasda on the
analysis of performance metrics and technical digee(see
Figure 1). Five D-matrix repair strategies are tdmu

arranged in ascending order of cost effectivengbsmse
strategies range from addressing duplicity in &aahd tests,
repairing the fault universe to accommodate lowghér

level fault modeling (re-define the level of fauttodeling

by adding or removing rows),
wrapper/test logic, repairing 0's and 1's in theniarix
entries, and adding/removing tests. They are irdud an
iterative loop to experiment for better performaraieng
with the decision maker. The performance criteraltzased
on fault detection and isolation metrics derivednir the
mission objectives by the user. Then, the decismaker
accepts/declines the repair strategies based arebehd
after performance. More details of this framewodn de
found in (Kodali, Robinson, & Patterson-Hine, 2013)

The efficiency of the inference process
proportional to better coverage of the definedufais by

tests and the separability between the rows of Brixa
(fault signatures) (Sheppard & Simpson, 1992). his t

analysis, we will test for ambiguous, hidden, anasking

repairing/changing the

is directly

faults (Kodali, Singh & Pattipati, 2013). Two faiks are
ambiguous if their fault signatures are similar tlee two

corresponding rows are identical. The failures Wwhare

masked by a fault are its hidden failures, i.ee fault

signature of a hidden failure is the subset ofsiigeature of
the fault. A masking false failure occurs when siggnptoms
of two or more failures add up to mimic the failw&an

unrelated element, i.e., the combination of th@natures
produces the signature of another fault. The extgteof
these types of failures indicates partial coveragethe

model. This reduced observability is due to inceeailure

definitions while the monitoring points are reduckdsuch
a case, the solution would be to add more tesisypoove

detectability of the failures. We will provide gaidce about
what tests need to be designed in terms of whiah faey

need to detect or isolate from other faults.

For the framework proposed in this paper, dateiected
from high fidelity physics model (cryogenic) whighcloser

to reality. This is done by injecting faults anéihcollecting
corresponding sensor data from the computer-aided
simulation model. The simulated model is very cldse
reality as will be discussed in the next sectiohe Bame
data is also used to build D-matrix.

3. DESCRIPTION OF CRYOGENIC SYSTEM

The fault diagnostics was applied to the chill destage of
cryogenic loading operation in the experimentalogenic
loading system that has been developed at the Kignne
Space Center to test autonomous regimes of operatio
(Johnson, Notardonato, Currin, & Orozco-Smith, 2012
The KSC cryogenic testbed system consists of a06,00
gallon storage tank is connected to a 2,000-galigmicle
tank with pipes of different diameters, control addmp
valves, pump and sensors to measure pressure and
temperature along the transfer line. The liquid ioot
through the transfer line is driven by an elevgiegssure in
the storage tank, which at working conditions isigeed to
suppress potential boiling of liquid cryogen at tperating
temperature. During the initial stages of the logdi
operation, when the transfer line is still at htgmperatures

a substantial part of the incoming nitrogen bailsréasing
the pressure in the transfer line and slowing dava
cryogen liquid motion. A set of control valves a#® liquid
flow in the corresponding segments of the pipe and
dumping valves are to be opened sequentially tontaiai
the liquid flow and to allow for a gradual chill @a of the
system as the hot gas is substituted sequentiglthdo cold
vapor, the two-phase mixture, and the cryogenigidig

A set of the valve open/close positions togetheth e
dynamics of the storage tank pressure constittiedilting
protocol, which depends on the design of the erpant. A

set of the temperature (TT102, TT162, TT146, TT149,
TT156, TT191) and pressure (PT104, PT161, PT145,
PT148, PT152, PT158) sensors allows for controhef
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Figure 2. The predictions of the homogeneous mfrddllines) are compared to the experimental dadtaK lines) for three

pressure and three
conditions of cryogen flow (Table 2). The faults the
valves, mass and heat leaks, clogging in the pgoedd

temperature sensors.
Assuming that phasic velocities for the gas andidicare
the same and equal tp we can write the mass, momentum

cause the pressure and temperature deviate from tlaed energy conservation equation in the reduced:for

nominal values (see Table 2).

The total length of the transfer line is about 45 The
diameter of the stainless steel pipe varies albegptpeline
from 0.1524 m to 0.0254 m. The thickness of itslsvid
approximately 3 mm. Initially, the storage tankfud and
the vehicle tank is empty with the flow path betwehe
tanks blocked. An ullage pressure in both tanksaktuthe
atmospheric pressure. Then the storage tank isymiesd
first, and the chilldown begins. The dump valves1Q¥,
CV117 and CV120 regulates the cryogenic flow arsirth
positions for nominal regime are shown at Fig.2.this
study we consider the list of faults presentechim Table 2.
The deviation from the sensors data over the margjiines
was used as tests. For each sensor we had twothests
represented deviation above the nominal value atdwb
the nominal value (Table 1).

We use the homogeneous moving front model (Hafikchu
Foygel, Ponizovskaya, Smelyanskiy, Watson, Brown% B
Goodrich, 2014) to simulate both the nominal arel feult
regimes. The homogeneous model describes the piexper
of the two-phase flow in terms of the mixture dgngip)
and the mixture enthalpy)

p=ap,+(1-a)p;
ph=aph, +(1-a)ph;
h=xh, +(1-x)h

here a is a void fraction,, and g is the density of the
saturated vapor and liquith, andh; is the enthalpy of the
saturated vapor and liquid, x is mass quality.

(1)

p,t +(pu),z :O’

1
=-p,——

(o), (), ===

(7ulu),, —pgSING, @)

(pe), +(ph), =4,

Here 1y is the friction lossedy, is the pipe lengthg —
gravity, @is the angle if the pipey is the heat transfer from
the pipe walls to the mixture amdis the cross section area
of the pipe.

All the interphase heat and mass transfer termsraadace
friction terms cancel each other due to so-callethg
conditions. The wall temperature (Tw) is determilgdthe
reduced energy conservation equation in the form
aT,
CPA =Y (T-T) +Hol (T =T @
Herecy is the specific heat for the pipe walls materialis
the density of the pipe walls materidly is the walls surface
area,H is the heat transfer coefficient from the wallghe

mixture andHams is the heat transfer coefficient from the
ambient to the walls.

Additional important simplification to speed up the
calculations is to neglect inertia in the momentnpation,
which reduces this equation to the following form
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1t ¥ (-x) 4. GENERATE D-MATRIX FROM CRYOGENIC M ODEL
;?(Jer) = For the demonstration purpose, we considered Zsfaund
€ e (4) 24 tests (12 sensors) as shown in Tables 1&2. fesilu
] i’ ) correspond to valves. These valves can either sipek or
-pP, —(fz+K) Ve - pgsinb, closed manifesting as failures in the system bgdcdiffig the
29 p liquid flow. Each sensor corresponds to two tesith w

where f and K are frictional losses and minor losses Maximum and minimum threshold limits, respectively.

estimated at the center of the cell on the stagggriel. The Each failure mode has one corresponding superviséal
solution of the equations (1)-(4) is achieved usirtwo step file. Each file is simulated over 1600s from themputer-
Adams-Moulton scheme (Hairer, Ngrsett & Wanner,3)99 aided cryogenic simulation model. As the modelliser to
(Hafiychuk, Foygel, Ponizovskaya, Smelyanskiy, Wats real-time model, the simulations are as good asatipeal
Brown, B & Goodrich, 2014)The set of equations for the data (shown in Figure 2). The fault is injectedtrs start
mass and energy conservation® ¢hd 3 equations in (2)) time of the file and is present throughout 1600=us] there
are solved to find new pressure and mass usinglaf oare 7 files in total. For this paper, we use tHéss to build

velocities, then, new velocities are found by sedvguasi-  D-matrix and then analyze for sensor optimization.

steady momenta equation (4). . .
y q “) The cryogenic model operates at different systendaso

The order of the steps may vary depending on fitialiand  depending on the valve positions. The opening jposivf
boundary conditions. The solution of the energyvalves is shown in Figure 3. We find that the tiplet is
conservation equation for the wall temperatureeisodipled divided into 5 sections at 500, 700, 1100, 140@ #4600
from the solution of the fluid equations and isfpemed in  seconds. Each section determines a system modB- In
the end of each time step for both algorithms. matrix context, each failure is defined by the esponding
fault signature in terms of 0's and 1's for eacht.tdBut
these failures behave differently with respect #stt
detectability depending on the system mode. Theyhave
different fault signatures. Traditionally, in sualtase, there
are multiple D-matrices for each system mode. is plaper,
we will construct a single aggregated D-matrix wéach

In the context of the model based fault diagnostitss
important to ensure that models produce time ateura
predictions for the cryogenic loading dynamics. Fois
purpose the model was verified and validated. Tdrsions

of the code developed for the cryogenic health mameent
applications were tested using multiple flow coiudis and ; .
verified by comparison of the model performancehviiie row correspond_lng to failure mode gnd system md‘_di}at
predictions of the baseline model of the cryogehitidown means, each failure mode has multiple representatidth
developed in SINDA/FLUINT (Kashani, Ponizhovskaya, each system mode.

Luchinsky, Smelyanskiy, Sass, Brown, & Pattersoneii Another issue with the current model is that thesse
2014). measurements are influenced by failures after aydéihis

The model was validated on the KSC cryogenic testbe' the case with the temperature sensors becausieis
some time for the temperatures to raise or drop tue

experimental data. The Figure 2 shows the compariso; . . :
between the simulated data (red line) and the flata the failure. Generally, the knowledge about this delay

corresponding pressure and temperature sensock (bia). mcqrporated n t_he mfgrence algorithm. B.Ut’ & g:luurrent
The model accurately capture the main pressure an sign analysis is off-line, we do not consideriyariag for

temperature transients observed during chill dowirthe ;nje;se deflfayf a\r;\(/j u.;,e sampllnq{hfor teV(terydlo_Os BE}If).me
cryogen transfer line. elay effect. We focus on the test design effiggenc

assuming that the delay is inevitable.

= T=700s -
T= 5‘005 } T=1100s T*MO'OS
1

! ‘ Here, we will enumerate the steps to generate Dbmat
i ; 2§ & 2§ 4 &8 using the data simulated from the physics model.

Cv1i2
cvi7 =

oo || 1. Define the list of failure modes and tests. The
failure modes are duplicated in each system mode.

T

o
o

o
3

i
3
T
1

e
TIPS
T
L

Simulate data corresponding to each failure mode.
At least one file is required for each failure mode

Valve position
e o
o F
T
Lo
N

o
\

T | 3. Define test logic corresponding to each test. We
—— - S employed simple threshold checks for each test. If
: = - —— ——— the sensor measurement goes above or below 5%

Time the simulated value, the corresponding test is
Figure 3. Valve positions. failed.

o
o

&
L

o
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4. Generate test outcomes (passed (0) or failed (1
based on sensor measurements and test logic. Tt
is done for all the supervised data files available

5. As the tests are associated with delays to dete«
failures, the data is sampled at the rate of 100s
This is done to offset the delay effect. Thus, we
have 16 time points in each data file for the date
collected over 1600s.

6. Now, we start generating the fault-test relatiopshi
for each file sequentially. Ideally, after analygin
the data file for a fault, 5 fault signatures
corresponding to each system mode are generated

7. The D-matrix entry is 1 if the test fails at leasice
during the selected data points. That means, durin
the system mode, the test should at least fail onc
to be included as 1 in the entry for the
corresponding fault and system mode.

8. The generated D-matrix for each failure mode in
each system mode is listed in Appendix. Eack
failure mode is appended with underscore and thi
corresponding system mode number. But, for spac
convenience only the corresponding failure mode
no. is appended with underscore and system mod
no. The columns and rows with all zeros are
removed.

5. ANALYSISOF D-MATRIX WITH IDM E TooL

We started the analysis with the generated D-matiéx
iDME Tool. In this paper, we aim at providing guida to

design extra tests to improve diagnosability. Fbis t
analysis, we did not consider to repair test lo@o, we
analyze only D-matrix with the aid of simulated alathis

analysis is very similar to the regular testabilitgalysis,
except for the fact that the data is used to viditlee model.
This will be helpful to assess the model's ability

withstand noise in sensor measurements. Simulatian$e
done with various noise levels and the resultingn&trix

can be analyzed for efficiency.

The generated D-matrix is partially observable;stlinere
are duplicate rows present. The duplicate failucel@es are
listed in Table 3. It is imperative that additionasts need to
be developed to be able to isolate among duplitaiés
(only when recovery action is different). Therenis other
way to differentiate among these faults. Similathgre are
duplicate (redundant) columns (see Table 4). Theyleit
as they are because they can be useful for othepfse
failures not considered here.

As we can see that the faults corresponding to aeh
close functions of a valve are not duplicate, Ibeirtfaulty
behavior is similar to the faults in the open ardse
positions of other valves, respectively. Duringtegs mode
2, stuck close failures corresponding to cv112 @0 are

Table 3. List of duplicate faults.

Failure Failure Failure Failure
Mode 1 Mode 2 Mode 1 Mode 2
Faultl_2 Fault4_2 Faultl_5| Fault2_5
Faultl_3 Fault2_3 Fault4_5
Fault4_3 Faulté_5
Faultl_4 Fault4_4 Fault7_4
Fault6_4 Fault3_1 Fault5_1
Fault2_1 Fault4_1 Fault5_2
Fault5_3
Fault3_2 Fault3_3 Fault3_4 Fault5_4

Table 4. List of duplicate tests.

Test Name Test Name| Test Najfiest Namp
. PT161High,

PT104High PT145High TT104Low |TT146Low

PT104Low PT161Low TT104LowWTT149Lowm

TT104Low TT162Low TT146HighTT149High

Table 5. List of hidden faults

Fault Hidden Fault Hidden
faults faults
Faultl_3 | Faultl_2| Fault2_3 Faultl_|2

Faultl_4 Fault2_1
Faultl 5| Fault3_2| Fault3_4
Fault2_1

Fault2_4

Fault6_3

duplicate. Similarly, during system modes 3, cv1d?1 20,
and cv117 stuck close have similar signatures.téaul4, 5,
6, and 7 are duplicative during system modes 45afitese
faults are only detected by TT191 sensor. Thiscigis that
there should be additional tests to isolate ambagé faults.
The new test can analyze the existing sensor TTB1w
new test logic or can be a new sensor. In a simikay, we
can analyze other duplicate faults to design appatsp
tests. Generally, duplicate faults are groupetiefriecovery
action is similar. But, this is not the case here.
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Another important problem with partial observalilis the
existence of hidden and masking faults. This resiuit

This paper focuses on initial steps in this procédse
framework is laid out at the lower level. For thisge

ambiguous groups during diagnosis. These groups agenerated D-matrix from high fidelity physics mod#

always hard to isolate without proper system desigris
can be avoided by adding more tests. The list dtidm
faults after grouping duplicate faults is givenTiable 5. In
this case, if the hidden fault is of the same failmode but
a different system mode, then there is no needetigd a

cryogenic system. Then, the model is validatediDisiE
tool for effective diagnosis by proposing additibtests to
tackle duplicate and hidden faults. In our futurerky we
will further analyze this system with more numbérfaults
and tests. Also, the design of the physics moddl lvé

new test because the recovery action is similart, Buaccordingly altered, thereby producing high eficg

remember that there are duplicate faults for thétgdisted
in Table 5. So, by analyzing Tables 3 and 5 togetihés
understood that the system failures in cv11l7, cy@d
cv112 are either duplicative or hidden during stoplen or
close. But, another consideration we ignored ia fgaper is
the delay after which the test fails for the copmwding
failure. This could probably alleviate the ambiguih the
current model. This will be pursued in future resba

Thus, we need to carefully analyze the existingofdests
along with their logic and understand if it regsieedditional
sensors or additional tests that analyze the egigensors
differently. In this paper, we will not include tlellow-up

strategy to find the placement for the additionadjuired
Sensors.

6. INNOVATION

This research is en-route to establish a singu&iM

diagnostics. We will also compare computational
performance of D-matrix based inference algorithongull-
scale physics models. We will also consider propaga
delays either as part of the model or inferencerétym.

Another key aspect of future research is to provitae
information on what type of test needs to be desigand
corresponding placement. We did not explore thakifiet,
but will be a good addition in our iDME framewor/e
further focuses on translating the analysis on Drimdo
original models, thereby making each model effectiv

Single D-matrix may not be always sufficient tonegent a
system especially during transient state. Thusgdires
multiple D-matrices for system representation arfdrence.
But, in this paper, we introduced to build a sinBlenatrix
— aggregate of all multiple D-matrices correspogdio
each system mode. Also, additional information ntaey
required, for example couplings between faults.sTdutra

framework to communicate with systems engineeringnformation needs to be properly represented iritiaedto

process. This research will result to provide diediand

D-matrix for proper utilization across the boardridg

simplistic view to ISHM process that can be easilyinference. Our future research will focus on thépect of

interpreted by system engineers; thereby integyaitinvith

how best to represent D-matrix and the additional

systems engineering process. The proposed frameigork information. We will also streamline this processr f
neither a new method for better diagnostics nor @&@ystems engineering. In summary, the goal of thippsed

replacement to the existing model-based techniquatsjs
an integrated framework that works to better eafcthese

process is to make model-based diagnostic fieldt- cos
effective and ready for verification and validatioring

models. This work can be viewed as a common platfor systems engineering process.

that helps in evaluating design and reducing enmmsach
individual diagnostic model. This is done by pramg a
better correspondence and unified platform for edéht
communities through a simplistic interpretable viela D-
matrix. This will advance the field of ISHM to best-
effective.

7. CONCLUSIONSAND FUTURE RESEARCH

The idea here is to promote D-matrix as the common

framework to aid a simplified communication platfor
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