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ABSTRACT

Valid speed signal is essential for proper condition monitor-
ing of modern variable speed wind turbines. Traditionally,
a tachometer mounted on the high speed shaft provides ref-
erence for tracking speed dependant frequency components,
such as generator speed harmonics and gearbox tooth mesh
frequencies. The health assessment of drive train components
is limited to broadband measurements when the speed signal
is invalid. This condition results in reduced fault detection ca-
pabilities and consequently decreased lead time. In this work,
a new speed estimation algorithm is presented in order to
overcome the above mentioned issues. The high speed stage
shaft angular velocity is calculated based on the maximum
correlation coefficient between the 1st gear mesh frequency
of the last gearbox stage and a pure sinus tone of known fre-
quency and phase. The proposed algorithm utilizes vibration
signals from two accelerometers for cross-referencing pur-
poses. The method is tested in three drive train configura-
tions, where 720 sets of vibration signals of 10.24s length,
sampled at 25.6kHz are analysed. Consistent speed estima-
tion reaches approximately 98% when two vibration sources
are utilized, whereas it is lower when only one source is taken
into account. No apparent patterns arise between speed vari-
ation levels or power production and the number of invalid
outputs, showing the independence of the method from oper-
ational parameters.

Georgios Alexandros Skrimpas et al. This is an open-access article dis-
tributed under the terms of the Creative Commons Attribution 3.0 United
States License, which permits unrestricted use, distribution, and reproduc-
tion in any medium, provided the original author and source are credited.

1. INTRODUCTION

Condition monitoring of wind turbine drive trains can be con-
sidered as a procedure carried out in two layers (Andersson,
Gutt, & Hastings, 2007). In the first layer, extracted condi-
tion indicators (CI), corresponding to characteristic frequen-
cies describing the state of a component, are employed for
long time trending and alarming. Gearbox tooth mesh fre-
quencies (Bartelmus & Zimroz, 2009; Taylor, 2000), energy
in the high or low frequency range (Marhadi & Hilmisson,
2013) and running speed harmonics (Wu, Lin, Han, & Ding,
2009) are typical CIs used by condition monitoring experts.
The diagnostic process is moved to the second layer when an
alarm is generated, where detailed analyses in time and fre-
quency domains take place in order to verify the presence and
nature and consequently assess the severity of a developing
fault.

The above described condition monitoring scheme relies on
the capability of generating alarms based on both speed and
not-speed related condition descriptors. If the generator
speed signal is invalid, due to either hardware problem or im-
proper installation, monitoring of the drive train components
is limited to broadband measurements, which provide vague
information regarding the nature of the fault. Hence, failure
modes manifested as developing speed related frequencies,
such as the second running speed harmonic in case of mis-
alignment between the generator and gearbox, are challeng-
ing to be detected in early stage resulting in reduced lead time
for inspection and correction

Several speed estimation techniques have been developed and
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proposed the past few years utilizing vibration signals such
as resampling in the angular domain (Bonnardot, Badaloui,
Randall, Danie’re, & Guillet, 2005; Villa, Reñones, Perán,
& De Miguel, 2011; Urbanek, Zimroz, Barszcz, & Antoni,
n.d.), Chirplet transform (Peng et al., 2011), combination
of Chirplet transform and Vold-Kalman filtering (Zhao, Lin,
Wang, Lei, & Cao, 2013), short–time scale transformation
(Combet & Zimroz;, 2009), methods in the time–frequency
domain (Zimroz, Millioz, Martin, et al., 2010; Zimroz et al.,
2011) and harmonic decomposition (Yiakopoulos, Gryllias,
& Antoniadis, 2009). Furthermore, tacholess approaches are
adopted in order to mitigate the reduction in effectiveness of
the speed sensor in variable speed conditions (Borghesani,
Pennacchi, Randall, & Ricci, 2012; Coats, Sawalhi, & Ran-
dall, 2009).

The present paper investigates the feasibility of extracting
the speed signal by tracking a running speed multiple in the
time domain, such as the mesh frequency of the gearbox high
speed stage. The method is based on locating the maximum
correlation coefficient between the selected spectral compo-
nent and a pure sinus tone. This technique constitutes an ef-
fort to utilize the raw vibration signal while decoupling the
estimation of the instantaneous frequency from the frequency
and angular domains.

The paper is organised as follows. The mathematical back-
ground of the maximum correlation coefficient method is pre-
sented in section 2. The challenges regarding the speed esti-
mation process in general are discussed in section 3 . Sec-
tion 4 presents the developed algorithm utilizing two vibra-
tion sources. The validation of the method is tested offline in
120 turbines of three different drive train topologies and the
results are shown in section 5. Finally, the main conclusions
are discussed in section 6.

2. USE OF MAXIMUM CORRELATION COEFFICIENT
FOR FREQUENCY ESTIMATION

2.1. Method Description

The extraction of frequency fa, within a predefined range
[flow, fhigh], and angle φa, where φa ∈ (−π/2, π/2], of a
signal xa(n), where n is the sample number, sampled at Fs

can be achieved in the time domain via the maximum correla-
tion coefficient method (MCC) (Bellini, Franceschini, & Tas-
soni, 2006). Based on this technique, a test signal xb(n, k, l)
of frequency fb(k) and phase φb(l) sampled at Fs is gen-
erated and the correlation coefficient Ca,b(k, l) between the
two signals xa(n) and xb(n, k, l) is calculated. The values
of fb(k) and φb(l) which yield the highest absolute correla-
tion coefficient Ca,b(k, l) provide the estimation of the initial
signal frequency fa and angle φa respectively.

xb(n, k, l) = Absin

(
2πfb(k)n

Fs
+ φb(l)

)
(1)

where fb(k) ∈ [flow, fhigh] and φb(l) ∈ (−π/2, π/2]. Pa-
rameters k and l refer to the frequency and phase difference
between two consecutive test frequencies and angles respec-
tively and they depend on the desired accuracy.

Ca,b(k, l) =
cov(xa(n), xb(n, k, l))√

cov(xa(n), xa(n)) · cov(xb(n, k, l), xb(n, k, l))
(2)

fa ≈ fb(k) and φa ≈ φb(l) for k, l | |Ca,b(k, l)| = max
(3)

The approximation sign is used in order to denote that the
calculated quantities are approximations of the true values de-
pending on the specified resolution.

Figure 1 illustrates the signal described in equation 4 of total
length equal to 0.5 seconds, which consists of a strong sinu-
soidal tone of 20Hz and initial phase 60o, a weaker signal at
8Hz and white Gaussian noise ν. The objective is to estimate
the dominant frequency and corresponding phase within this
short time interval.

xa(n) = sin (2π10n+ 60o) + 0.4sin (2π4n) + ν (4)

Assuming that a rough estimation of the frequency band is
available ([fa − frange, fa + frange]

1), and selecting the fre-
quency and phase resolutions to be 0.05Hz and 9 degrees
respectively, the calculated test frequency and phase are

fb = 20Hz and φb = 61.6o (5)

Figure 2 shows a contour plot of the absolute correlation co-
efficient as function of the test frequencies and phases. There
are two sets of maxima, for the two components of xa(n), i.e.
8Hz and 20Hz. The optimum value is indicated by a data
cursor, corresponding to frequency and phase of 20Hz and
61.6o; the maximum correlation coefficient value is 0.9242.
The maximum tracked frequency is moderately dependant on
phase, varying approximately 3.5% from the true value at an-
gle approximately minus 90o off the actual phase.

In the following time section, e.g. next 0.5 seconds, the same
process would be repeated and the proper frequency estima-
tion is yielded if the the frequency of interest alters. In wind
turbine applications, the expected frequency is assessed to be
close to the former result, hence making the process faster by
keeping a small frequency range of search.

The maximum correlation coefficient method does not pro-

1The parameter frange is highly dependent on the validity of the provided
information and influences directly the computational cost of the method.
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Figure 1. Random signal (blue line) and test signal (dashed
red line) of frequency fb = fa.

Figure 2. Surface plot of the absolute correlation coefficient
as function of frequency fb and phase φb. The optimum and
worse results are marked by two data cursors. The frequency
step is 0.05Hz and the phase step is 9o.

vide full frequency representation of the initial signal xa(t),
but it is limited on tracking a specific spectral component.
The provided information is not restricted to the frequency
of the selected spectral component, but reliable phase angle
can be also calculated with the cost of increased computa-
tional needs. The drawback of the maximum correlation co-
efficient method lays on the lack of information regarding the
amplitude of any frequency component. However, the ampli-
tude is not crucial in the frame of feeding a reference speed
to the condition monitoring system and thus the robustness
and consistency are not affected. The method is capable of
yielding accurate results in short time intervals, e.g. 0.3 sec-
onds, under the assumption of constant speed, whereas in the
frequency domain the corresponding resolution is 3.33 Hz,
which is considered poor.

3. SPEED ESTIMATION CHALLENGES

The commonest location of vibration signals utilized for
speed reconstruction is on the gearbox high speed stage,
mainly due to the high energy content of the generated vibra-
tions. However, numerous factors may complicate the pro-
cess and jeopardize the accuracy of speed estimation. Some
of the major challenges are listed below.

1. initial selection of the search bandwidth of the frequency
of interest

2. identification of a known suitable speed related fre-
quency, which is adequately represented within the avail-
able time interval and is dominant in the aforementioned
frequency range

3. verification of results and redundancy in case of invalid
signal dynamics of the selected accelerometers

4. guarantee of consistent results regardless the operating
condition

The first three points are discussed in the following subsec-
tions, whereas the fifth is discussed in section 5, where the
results are presented.

3.1. Selection of initial search frequency range

The core of speed estimation based on the maximum corre-
lation coefficient method is the selection of the initial search
range. If the frequency of interest is not within the specified
bandwidth, the method yields invalid results introducing high
uncertainty in the fault diagnosis procedure.

So, it is essential to select a relatively broad frequency range
for the running speed regardless the operating conditions. A
parameter which could assist on the bandwidth selection and
is simultaneously available in all wind turbines is the instan-
taneous power production. Of course, this approach shall not
be applied globally, but fine tuning is suggested for all gear-
box types and ratios.

Figure 3 illustrates the mean running speed of approximately
70000 10.24 seconds files as function of the active power pro-
duction from approximately 500 3.0MW geared wind tur-
bines with a gearbox ratio close to 1 : 110, operating from
2009 to present. In order to ensure that the power genera-
tion is relatively constant within the above mentioned time
length, the condition that the speed variation of the acquired
file is less than 1Hz has to be met in the present application.
Furthermore, any power values above 3.3MW are neglected,
so the cases where the turbine controller parameters are in-
valid, do not affect the distribution. The same applies for the
recorded generator speeds over 35Hz.

A wide range of running speed values applies for the same
power production, fact which complicates the selection of the
initial bandwidth. The latter must include all potential cases
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on one hand, but on the other hand a valid calculation has to
be executed within the specified computational time.

If a wide dynamic range is considered for the initial estima-
tion of the running speed, as shown in Figure 3 with green
circles, then it can be guaranteed that the actual rotational
speed is within this band rendering the method independent
of any special considerations for each wind park or turbine.
It can be observed in Figure 3 that by following the above
described concept for the estimation of the initial speed, the
number of outliers on the low power bins is minimized while
keeping an acceptably low frequency band.

Figure 3. Raw data and dynamic frequency range for initial
speed estimation.

3.2. Identification of speed related frequency

The speed related frequency component which serve as fin-
gerprint for the identification of the high speed shaft (genera-
tor) running speed shall fulfil two prerequisites:

1. adequate representation within the specified time interval
2. it has to be dominant in the search bandwidth

First and foremost, it is mandatory to specify the rate of up-
date of the running speed (nHSS) estimation. For a geared
high speed turbine, where nHSS varies roughly between
17Hz to 30Hz, one shaft revolution corresponds to 0.03 to
0.06 seconds. Bearing in mind that the generator rotor inertia
of a multi-megawatt scale turbine is high and that the wind
conditions do not change dramatically within 1 second, a fair
selection would be to update the speed value every 10 revolu-
tions, namely 0.3 to 0.6 seconds.

The component which has been utilized by the vast major-
ity of researchers is the gearbox high speed stage first tooth
mesh frequency (1TMF ) and its harmonics (Zimroz et al.,
2010, 2011). This selection is fully justified based on the fol-
lowing facts. Assuming that the the high speed shaft speed
is between 17Hz to 30Hz and that the high speed stage pin-
ion has 35 teeth, 1TMF is approximately between 600Hz to

1000Hz, as shown in 4. This means that in the worst case
scenario, at least 180 (=0.3s · 600Hz) cycles of the first tooth
mesh frequency fit in the specified time interval offering the
required representation of the selected frequency component.
On the contrary, if the 1st running speed harmonic is used
(approximately 17Hz to 30Hz), then only 5 cycles corre-
spond to 0.3 seconds which is considered insufficient.

Figure 4. Power spectrum of gearbox High Speed Stage
Front Accelerometer. The first two harmonics of the High
Speed and Intermediate Speed Stage tooth mesh frequencies
are shown by arrows. The objective is to track HSS.1TMF in
intervals of 0.3 seconds.

3.3. Validation of results and redundancy

In order to obtain an accurate estimation of the running speed,
the result has to be verified so as to eliminate any invalid out-
comes which will potentially produce unrealistic trends of the
speed related frequencies. Furthermore, the robustness of the
method depends on the presence of multiple sources of vibra-
tion data where a suitable frequency speed related component
can be utilized for the extraction of the actual speed.

Figure 5 illustrates the drive train and the sensor location of
a conventional geared turbine. The 3rd stage (also referred
as High Speed Stage) of a gearbox is usually monitored by
two sensors in order to identify faults on the meshing gears,
such as broken teeth and excessive wear, and the bearings
supporting the high speed shaft. It should be noted that the
sensors installed close to the 2nd stage can be also utilized by
detecting the corresponding 1st tooth mesh frequency. The
consistency of the results depends highly on the presence of
a clear vibration path between the 2nd and 3rd stages’ gears
and the sensors’ location.

4. RUN OF ALGORITHM

In order to have a reliable running speed reconstruction which
enhances the capabilities of the condition monitoring system
when the speed sensor (tachometer) does not function prop-
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Figure 5. Sensors’ location of a typical drive train.

erly, it is required that the applied method and algorithm auto-
checks its performance in regular time intervals. It should be
born in mind that the estimation of an incorrect speed for a
long period of time introduces high uncertainty on the speed
related condition indicators rendering the assessment of his-
toric data unreliable.

The installation of two sensors for the high speed stage of the
gearbox and the generator bearings offer two sources of vibra-
tion data for the extraction of the running speed providing the
capability of verifying the method outputs. The basic steps of
the proposed speed evaluation techniques are as follows:

1. Verification of invalid signal from speed sensor. This can
be achieved by checking the voltage level of the speed
signal or detecting unrealistic indications.

2. Loading of gearbox teeth counting.

3. Loading of the dynamic range applicable for each gear-
box type, as shown in Fig. 3.

4. Reading of instantaneous power production from the tur-
bine controller and finding the acceptable range.

5. Apply filters to raw time waveforms. This step is exe-
cuted in order to mitigate the influence of any existing
high frequency spectral components.

6. If the algorithm is executed for first time, use wide fre-
quency range to compute the running speed. Otherwise,
use previous speed ±0.5Hz as valid range.

7. Decision step to accept the estimated speed as valid.
There are two conditions: 1) the difference between the
estimated speeds from the two accelerometers, ωAcc1 and
ωAcc2 have to be within a specified error; 2) the mean
value must be within the dynamic range in step 3. If yes,
accept the speed estimation and feed value as reference.
In no, check if the speed estimation has been invalid for a
maximum number of 0.3s intervals. If yes, reset counter
and fetch power stamp. If no, use the latest valid speed
estimation as reference.

The above described algorithm is displayed in in Figure 6 as
flowchart.

In order to illustrate the functionality and robustness of the
method, the speed variation is presented in Figure 7 as: 1)
recorded from the speed sensor and 2) it is calculated from
the High Speed Stage Front (HssFr) and High Speed Stage
Rear (HssRr) accelerometers separately and 3) combining
the two vibration sensors. The latter is labelled as ”Virtual”.
It can be seen that the speed values generated when trach-
ing 1TMF using the HssRr accelerometer are invalid for
Time > 20s, which is due to the presence of frequency com-
ponents around 1TMF of comparable amplitude resulting to
the occasional collapse of the method on them. If the speed
estimation based on the HssRr accelerometer is taken into
account, then the uncertainty regarding the correct value will
be high. Therefore, this case shows the advantage of hav-
ing two sources for the reconstruction of the speed signal and
how temporary effects affect the tracking of the maximum
correlation coefficient.

Figure 7. Estimated speed variation based on gearbox 3rd

stage accelerometers. Although one of the vibration sensors
generates invalid results for the second half of the file, the
algorithm performs an auto-check and keeps the latest valid
speed estimation. It can be observed that the virtual speed for
the last few seconds is kept stable at the latest valid result.
If this condition continues for a predefined period then a full
scan of the wide frequency range takes place. The accuracy
is set to be 0.05Hz.

An important aspect is the performance of the method under
large speed fluctuations. Figure 8 shows a case where the
speed variation is 14.27% or 3.65Hz (219rpm). In more de-
tails the turbine accelerates during the first 6.65s and slowly
decelerates giving a variation of 33rpm/s for the first por-
tion.

5. VALIDATION OF SPEED ESTIMATION METHOD

The method described in section 2.1 is tested in three drive
train configurations where the number of main bearings and
gearbox layout are different. The three topologies are:
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Figure 6. Flowchart showing the basic steps of the proposed speed evaluation algorithm.

Figure 8. Estimated speed variation based on gearbox 3rd

stage accelerometers. The accuracy is set to be 0.05Hz and
the time interval between two estimation is 0.3s.

1. Two main bearings, three stage gearbox (one planetary
and two helical – 1P2H)

2. One main bearing, three stage gearbox (two planetary
and one helical – 2P1H)

3. One main bearing, four stage gearbox (three planetary
and one helical –3P1H)

The speed estimation algorithm is tested in 40 turbines per
topology installed worldwide – 120 turbines in total. Six
10.24 second gearbox or generator vibration signals sampled
at 25.6kHz are analyzed for each turbine. The time inter-
val between two consecutive files is approximately two days,
offering the possibility of investigating the efficiency of the
method at different wind conditions. Furthermore, the afore-
mentioned 120 turbines fulfil two conditions: 1) the actual
speed signal is valid for comparison purposes and 2) the sig-
nals generated by the accelerometers mounted on the gearbox
are valid.

The random selection of turbines ensures that the method is
independent of the rotor diameter, turbine wind class and con-
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troller settings as long as the same gearbox is installed on
them. The illustrated figures in the following sections consist
of three bars; the first two bars present the cases where only
one source of vibration data is used, whereas the third bar
corresponds to the combined utilization of two sensors and it
serves as indicator of the robustness of the method. The ac-
ceptable error limit is selected to be 0.25Hz throughout the
following analysis.

5.1. First topology – Three stage gearbox (1P2H)

The first gearbox layout consists of one slow rotating plan-
etary and two helical stages. The utilized vibration signals
are recorded by two accelerometers mounted on strategically
selected positions adjacent to the high speed stage bearing
housings in order to achieve optimum vibration path.

The used abbreviations in the following figures are HssFr
(High Speed Stage Front), HssRr (High Speed Stage Rear)
and Fr-Rr suggesting that the response of both accelerome-
ters is accounted. It can be observed that although the suc-
cess rate is above 90%, the percentage of valid estimations
is relatively lower when only the High Speed Stage Front ac-
celerometer is used. This behaviour is assessed to be linked to
the presence of a mechanically driven oil pump located close
to this sensor introducing high noise interference around the
high speed stage 1TMF. Of course, the vibration signal from
the High Speed Stage Rear sensor suffers also from noise but
the influence is limited.

The invalid outcomes of the third column in Fig. 9 count for
1.25% of the test set which suggests that the algorithm yields
incorrect estimations for 9 out of 720 files. The latter can be
translated as that for the considered 10.24s, a frequency com-
ponent close to the 1TMF is of higher amplitude and therefore
the method collapses to this maximum. However, it should
be underlined that the invalid results are not originated by the
same turbine implying that temporary local phenomena influ-
ence the speed estimation.

Figures 10 and 11 shows the maximum absolute error dis-
tributions as function of the mean power production and the
speed variation within 10.24s for the two sensors. The fol-
lowing remarks can be made:

• the method generates valid estimations even in the ex-
treme cases where the speed variation is approximately
11% (approximately 300rpm) rendering it robust to large
speed changes.

• the HssRr sensor presents less incorrect estimations in
the high power range which is most likely associated
with the operation and influence of the oil pump.

• the maximum absolute difference, when only the High
Speed Stage Front is used, is approximately identical for
all the incorrect estimations. This is again assessed to be
directly linked to the oil pump operation.

Figure 9. Validation of speed estimation for the 1st topology
based on mean square error.

Figure 10. 1st topology - Maximum absolute error from 120
files as function of the mean power production and speed vari-
ation in 10.24s - High speed stage front (HssFr) sensor.

Figure 11. 1st topology - Maximum absolute error from 120
files as function of the mean power production and speed vari-
ation in 10.24s - High speed stage rear (HssRr) sensor.
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5.2. Second topology – Three stage gearbox (2P1H)

The high speed stage of the second topology (two plane-
tary and one helical stages) is also monitored by two sensors
mounted adjacent to the high speed stage support bearings of-
fering the capability of validating the speed estimation from
two vibration sources. Fig. 12 presents the results for the er-
ror limits under examination. It is observed that the certainty
level that at least one sensor yields consistent speed estima-
tion approaches is in the range between 90 to 100%. The
main sources of interference which have resulted to invalid
results for this gearbox type are:

• increased sideband activity due to misaligned/eccentric
gears, issues such as macropitting, stand-still marks,
cracked and broken teeth or bearing defects (located
mainly at the inner race)

• low amplitude of the 1TMF, which is assessed to be re-
lated to the vibration signature of the gearbox and not to
a specific failure mode

Figure 12. Validation of speed estimation for the 2nd topol-
ogy based on absolute error.

As in the first topology, the speed estimation algorithm gen-
erates reliable results for both low and high speed variations.
Furthermore, no straight correlation was observed between
the power production and the number of invalid results fact,
showing that any mismatches are random.

5.3. Third topology – Four stage gearbox (3P1H)

The third gearbox topology consists of four stages in total,
three planetary and one helical. The maximum absolute er-
rors generated by the two accelerometers monitoring the high
speed stage are presented in Figure 13. The third bar shows
the results when both vibration sensors are used to cross-
reference the speed estimation; it is reminded that the third
bar presents the certainty level that the algorithm can identify
a correct or incorrect result.

The following observations can be made:

• the speed estimations from the HssFr sensor are consid-
erably poorer compared to the HssRr one, which is as-
sessed to be related to the construction of the gearbox
and location of the sensor. For this gearbox, a clear vi-
bration path applies not only from the helical stage to the
sensor but also from the last planetary stage to it.

• although the speed estimation success rate from each
sensor individually is low, the valid results when both
are accounted are acceptable. This implies that only for
approximately 3 − 4% of the files the algorithm regards
an invalid result as valid.

Figure 13. Validation of speed estimation for the 3rd topology
using the high speed stage gearbox vibration sensors based on
absolute error.

6. CONCLUSIONS

The present paper presents the application of the maximum
correlation coefficient on the estimation of the high speed
shaft speed utilizing two sources of vibration data for valida-
tion and cross referencing purposes. Three drive train topolo-
gies and gearbox layouts are studied in this work, where 720
files in total serve as test sample. Statistical analysis reveals
that the technique offers reliable results for more than 98%
of the cases when the performed analysis is based on two
accelerometers. The success rate is lower, close to 90%,
when the speed estimation algorithm input is only one vibra-
tion signal, emphasizing the necessity of validating the out-
come. In specific, in one of the gearbox configurations, the
presence of auxiliary equipment, i.e. a mechanically driven
oil pump, influences the speed estimation performance based
on the accelerometer located closer to it. In the third topol-
ogy, the presence of strong vibration path between one of the
accelerometer under consideration and more than one gear-
box stages, results in incorrect speed estimations for approx-
imately 30% of the cases, which again supports the employ-
ment of two vibration sources. Finally, it has not been ob-
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served any direct dependency between the algorithm’s ef-
ficiency and large speed variations or power output depen-
dency, rendering the method robust.
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