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ABSTRACT

One of the most evident characteristic of wear for a turbofan 
engine is the exhaust gas temperature (EGT). It seems clear 
that this temperature increases when some carbon deposits 
on the turbine, when the compressor efficiency diminishes
so the fuel flow should increase to produce the same amount 
of thrust, or even when some unbalance opens the spaces 
between the turbine and the casing. In any cases, an increase 
of the EGT should be analyzed because it is a wear 
symptom of the engine. It is mostly concluded by a water 
wash in the best case or a shop visit inspection and repair in 
the worst case. The engine manufacturer defines a schedule
plan with its customer based on consumption of the EGT 
margin. This margin is the amount of available increase of 
the exhaust temperature before an inspection. Contractually, 
the engine is restored with a minimum EGT margin after 
each repair. Thus it is up to the manufacturer to understand 
how this margin is used to plan shop visits and to the 
company to estimate the current state of its engine. However 
the EGT measurement is subject to a lot of noise and the 
company regularly washes their engines to increase 
randomly the margin and their capabilities. In this article we 
present a simple, automatic and embeddable algorithmic 
method to transform the successive EGT measurements in a 
delay indicator computed after each flight giving the amount 
of available use time. One challenge is to take care of the 
random wash or repair executed by the user. Finally this 
indicator may be transmitted automatically with the other 
data broadcasted by the aircraft computer (ACMS/ACARS) 
and it is used by the manufacturer to prepare his shop 
logistic.

1. INTRODUCTION

Snecma is an engine manufacturer and produces turbofan 
for most of the short and medium range applications. For 
medium range specific fleets, aircrafts is doing around 4
flights per day whereas most of short range aircrafts are 
doing around 10 flights per day. During each flight,

measurements are recorded on each engine. They are 
capitalized on the aircraft computer (ACMS) with other 
navigation observations such as the altitude, mach speed, 
etc. During each takeoff and a stable cruise phase a snapshot 
of measurement is broadcasted to the ground for monitoring.

Table 1. Short list of some snapshot measurements.

The ground operator follows each engine flight after flight.
In fact there are three phases in the ground monitoring 
process as pictured on Figure 1 next page. The first one is a 
fast answer mainly based on FADEC error detections (the 
engine control computer); the second one is the trend 
monitoring we are interested in this article and which deals
with successive flights of the same engine; and the last one 
is fleet monitoring (Lacaille & Come, 2011a) that compares 
engines to establish a prognostic on its internal state. _____________________
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Trend monitoring algorithms look at successive snapshots 
of observations to help the fleet manager analyzing the wear 
trend of the engine. Some algorithms detect sudden changes 
of the engine behavior (Lacaille & Come, 2011b; Lacaille & 
Nya Djiki, 2009; Lacaille, 2009a) and classify the type of 
change (Bellas, Bouveyron, Cottrell, & Lacaille, 2012, 
2013; Come, Cottrell, Verleysen, & Lacaille, 2010; Cottrell 
et al., 2009; Flandrois, Lacaille, Masse, & Ausloos, 2009; 
Lacaille, 2009b). 

The EGT margin algorithm just looks at the exhaust 
temperature to predict a given drop and anticipate the need 
for a potential water wash or shop visit if the margin is 
really small.

2. MEASUREMENTS

The EGT margin is the difference between a maximum 
admissible value for the specific engine application and the 
observed temperature measured just before the exhaust 
nozzle. This value is given in °C and decreases
progressively to zero. The maximum value corresponds to 
the certified maximal admissible temperature for an engine 
type. The value subtracted to this maximum threshold is an 
estimation of this maximal value for the current engine 
when measured at sea level with an external temperature 
equivalent to standard value plus 15°C during the most 
stressful moment of the takeoff. However, even if acquired
with lot of care this measurement still depends on actual 
external conditions, engine thrust, aircraft speed. A 
normalization procedure is applied to suppress these last 
dependencies. This normalization is an analytical certified 
computation and a mathematical analysis (Lacaille, 2010)
confirms the precision of this result.

For example, on Figure 2 the first plot shows the original 
measurement of an exhaust gas temperature during 300 
successive flights. These measurements highly depend on 
external conditions like the flight mission: altitude, speed 
gross weight, localization (sea, land or desert) instant of 
acquisition and external conditions: weather, wind… 

Figure 2. Normalization of the EGT measurement.

The two graphs have the same scale, they are centered on
the EGT mean value; the top one is the original acquired 
measurements and the bottom one is the normalized data. 
Green dashed lined corresponds to 3 bounds and red 
dashed lines to 6.

Figure 3. Plot of an exhaust gas temperature margin for an
example engine.

A margin computation example is presented on Figure 3. It 
is based on normalized data. One observes that instead of 
continuously decreasing as we may have anticipated; the 

Figure 1. Three different diagnostic levels and a web service.
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signal is subject to random oscillations. To deal with this 
behavior we tried two approaches. The first one directly 
captures this phenomenon with a dynamic model of the 
temporal evolution. This algorithm is detailed in the next 
section. The second approach assumes that if the margin 
grows, it is because the airline decides an intervention on 
the engine: a water-wash for example. Then it may not be so 
important to deal with increasing margin and we just try to 
analyze the downward trends. This second solution is much 
simpler and may be efficient for the airline but not for the 
MRO to improve the shop logistic.

The next plot (Figure 4) presents a weekly smoothed version 
of the preceding signal. This signal clearly presents the 
oscillations of the margin over time. It seems that the 
increasing steps appear regularly but with different effects.

Figure 4. Moving average of the EGT margin measurement 
over a week.

The goal of the study is to estimate the probability to cross a 
minimum threshold before a given horizon h. In general this 
horizon corresponds to the necessary notice before an 
engine maintenance operation. This is the real need for 
maintenance operators and it is schematized on Figure 5 by 
a computation of the probability of detection (POD) after 
time t+h. We will also produce lower bound of the time left 
before crossing this threshold.

It is sometime easier to think about an estimate of the 
remaining useful life (RUL) and eventually to produce an
indicator that corresponds to the probability that this RUL is 
less than a given delay. On Figure 5 we also introduce the 
probability of failure (POF) which is the probability that the 
remaining useful life is less than h.

Figure 5. We introduce two output indicators: the 
probability of failure (POF) directly linked to the remaining 

useful life (RUL) and the probability of detection (POD) 
used in the maintenance logistic.

3. ANTICIPATION ALGORITHM

A nice method to anticipate a continuous process is to 
model its behavior with an autoregressive model and then 
filter the signal with a Bayesian update of the state. The 
standard way to use dynamic filter for anticipation purpose 
is to throw particles with a sampling scheme (Liu, 2001). 
However the particle filters or other equivalent Bayesian 
derived algorithms (Kalman, extended or unscented filters) 
need an input about the dynamic model to follow (An, Choi, 
& Kim, 2012), (Saxena, Goebel, Field, & Filter, 2012). In 
our case, the evolution of the EGT margin is unknown and 
probably depends on the company process. We need for 
example to find if it is possible to anticipate the availability 
of airport technicians for water washes, and it probably 
depends on the airline politics and its financial stress. 
Anyway we may assume some regularity and try to find a 
good autoregressive model: one that predicts this behavior 
depending on the past observations.

The mathematics to retrieve a good autoregressive (ARMA) 
model from observations is given in (Lacaille, 1998) with 
possible adaptation to non linear neural models. But most of 
today’s algorithmic toolboxes are able to fit autoregressive 
models.

Hence it is possible to retrieve a hidden state (��) from 
observations (��) where

��� = ����� + ��
�� = �����

� (1)

with (��) a process noise, � the state transition matrix and �
the observation matrix that define the dynamic system. The 
main problem is to find the good rank of the system
(dimension of the transition matrix �), but a good guess is 
given using some information criterion like AIC (Akaike 
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information criterion) which was specifically built for this 
purpose). This model estimation is done after each new 
observation and for each different engine. The observation 
set taken into account for learning extends from six month 
to one year of observations (~1000 flights) in our study.

The second step, once the dynamic captured on the past 
observations, is to use a sampling algorithm to simulate 
particles (probable trajectories) and infer a probability to 
cross a threshold before a maximum time allowed by the 
company rules and the availability of a technical team to 
realize the maintenance operations.

Figure 6 presents the preceding curve where only the first 
75% of the first flights are used for learning the dynamic 
model. Then a sampling algorithms simulate this model, 
weights are given to each trajectory according to the filter 
relevance computed on the first “observed” 75% points. The 
blue-to-green curves at the end of the graph shows the 
results of the simulations (100 particles in this case). In fact 
the dynamic is not sufficiently regular to establish a real 
prediction. We don’t capture any regularity in time or in 
size, hence the probability density of the particles after three
months (~300 flights) is almost a Gaussian noise.

Figure 6. Estimation of the future of the margin at 75% of 
the available data. The blue-green color map shows the 

weight of the different particles. Green trajectories represent 
particles with higher weights.

However, three month anticipation is definitely too 
optimistic. Figure 7 is a zoom of the preceding graph near 
the anticipation point. One week corresponds roughly to 25
points and most of the repair procedures may be realized in 
two days (less than 10 flights) so even if this tool is not very 
efficient we should not be too hard with ourselves.

Figure 7. Zoom of the preceding estimation. The black 
curve presents the weighted mean of all trajectories.

4. SKIPPING THE AIRLINE INTERVENTIONS

In fact the underlying problem is much simpler if we don’t 
bother with the random increases of the margin. We 
understand that those phases are completely unnatural 
because an engine cannot repairs by itself. Margin increases 
are the result of company operations and the widths of those 
phases are only computation artifacts due to smoothing and 
variation of the acquisition context.

We suppose that the statistic model of the step process 
��� = ���� − �� behind our observations is an independent 
process decomposable into two independent parts:

��� = �� +	���� (2)

 a decreasing part ��~�(−�, ��) for example with a 
Gaussian distribution with a constant negative trend
– �;

 and a step function representing the airline maintenance 
operation build from a product of a binomial 
distribution and a positive gap ����
- where ��~�(�) with a small probability � to fire 

an maintenance operation;

- and a ��~��+�, ��� with also for example an 
Gaussian behavior and a gap of mean size � which 
is supposed positive and greater than normal trend  
�.

We are only interested in the decreasing part modeled by ��, 
hence the best way is to find a set of instants � where �� = 0
The probability to have a maintenance operation is � =
�(�� = 1) is supposed small, so we will detect big gaps and 
neglect measurement around those instants.

Figure 8 presents the result of such a detector. The graph 
shows points localized around wide separated instants as we 
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imagined. The smoothing process and previous 
normalization procedure may induce some artificial 
thickness but as the number of other (decreasing) points is 
great enough for a model, so we may just ignore all detected 
instants without much loss and no risk to pervert the 
estimation of � and �� by mixing other distributions.

Figure 8. Search of the decreasing phases of the EGT 
margin. The observations where the EGT margin decreases 

are concentrated on small periods. The duration of those 
intervals is only a computation artifact due to the trend 

estimation.

Once all maintenance intervals suppressed from our dataset 
we concatenate the decreasing phases by just adding the 
necessary bias at each phase to ensure to obtain a 
continuous curve (Figure 9).

Figure 9. Concatenation of decreasing EGT margin phases. 

Each small curve is added after the preceding, with 
corresponding bias to ensure continuity. In fact we begin 
with the last measurements (the last interval of data), then 
we concatenate to the left the preceding measurements’
interval and so on. This is done by progressively adding 

from right to left the values of the variations ���� = ���� −
��. The last values of the last packet correspond to the real 
observations (higher values have no meaning, just the 
general trend is important.)

With no surprise the resulting curve is almost linear. The 
prediction shown on Figure 10 is a lot simpler. This time no 
real need to learn the dynamic of the signal: only the main 
trend is enough. However the algorithm used is still a 
particle filter because on younger engines like the one 
plotted on Figure 11 the behavior is not strictly linear but 
has a slow decrease of its trend. 

Figure 10. Prediction of the linear trend with a particle filter. 
The dynamic filter is just used here for presentation so we 

can observe the variance of the trend coefficient.

Figure 11. A younger engine with a slow decrease of its 
margin trend.

Eventually the final algorithm should not use a dynamic 
filter if a simple regression is sufficient to estimate the trend 
which value follows a Student law easy to estimate (Besse, 
2003).
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5. VALIDATION RESULTS 

There are two required outputs of the algorithm. Those 
outputs are validated on an experiment set. A validation 
experiment is a selection of an engine at a given time with 
EGT margin computations for the 500 past flights for 
calibration and 200 next flights for confirmation. We used a 
set of � = 150 such experiments built on 50 different 
engines and 3 observation times per engine. We took wide 
intervals between each selected time instant in the engine’s 
lives to get rid of local dependencies. 

5.1. Estimation of the RUL for 10% of relative decrease 
of the margin

The requirement was to give an estimation of the RUL 
corresponding to a decrease of 10% of the last measure of 
the margin. This estimation should be given with a maximal
lower bound Δ�� set at 95% of the distribution of the RUL 
estimation.

��������% ≥ Δ��� = 0.95 (3)

where the ������% is the delay after current time t before the 
EGT margin �� cross a threshold that corresponds to a gap 
of 10% of its current value.

Figure 12 shows a distribution of the RUL on our set of 
experiments.

Figure 12. Distribution of the RUL computed on our 
experiment set.

This first output may be used as an alert indicator. Suppose 
we asked the client company to repair its engine at time 
� + Δ��. Then the main mistake is to miss the threshold and 
wait too long. Our quality indicator is the proportion of 
misdetections ����� on a set of �	experiments. We will also 
look at the distributions of the delay error (or misdetection 
error) because it can modulate our result.

����� =
1
��1{��� ����}

�

���
(4)

On a set of 150 experiments we obtain

����� = 22.1% ± 6.5% (5)

The 6.5% value after the proportion corresponds to a 
symmetric confidence interval computed by cross validation 
on the experiment set.

The next graph (Figure 13) shows a box plot of the 
misdetection errors.

Figure 13. The delays of misdetections.

We observe that the values for those misdetections are 
around 30 flights and less than 50 with a 95% probability.
This is less than two weeks of error for less than 25% of the 
estimations.

5.2. Probability to cross the 10% margin before one 
month (100 flights)

������% = �(�� − ������ ≥ �� ∗ 0.1) (6)

This second output is the probability that we cross a 
threshold before one month. The main goal of this algorithm 
is to space unnecessary interventions on the engine. The risk 
there is to prepare the shop when it was not really needed. 
Our quality indicator is a rate of unnecessary alerts ��� , 
which should be as small as possible. Figure 14 presents a 
plot of the probability computation according to the real 
observed RUL.
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Figure 14. The probability to cross the threshold after a 
horizon of one month according to the real observed RUL.

The problem appears for observations on the upper right 
corner of this plot: when the probability is high and the 
RUL far away (after the month horizon). Arbitrary setting a 
probability threshold of 50% one may compute the rate of 
unnecessary alerts as

��� =
1
��1{(���.�)&	(��� ����)}

�

���
(7)

This computation gives

��� = 6.5% ±3.7% (8)

The 50% threshold seems to be a logical choice for decision 
purpose when one observes a probability of degradation and 
want to decide if an alert should be emitted.

6. CONCLUSION

We built a really simple algorithm able to predict with good 
efficiency the evolution of the EGT margin. The risks 
associated with both output uses (time or probability) are 
well mastered and not too big. In the first case the prediction 
error is of at most two weeks for a really small number of 
cases when the RUL estimation for 10% of margin decrease 
is between one to two months. On the other hand, the 
probability of threshold crossing before one month 
generates less than 10% early interventions.

The next step is to build a general decision rule based on 
both outputs which will help us to better master the risks.

NOMENCLATURE

ACARS Aircraft Communications Addressing and 
Reporting System

ACMS Aircraft Condition Monitoring System
AIC Akaike Information Criterion
ARMA Auto Regressive and Moving Average
LASSO Least Absolute Shrinkage and Selection 

Operator
FADEC Full Authority Digital Engine Control
MRO Maintenance and Repair Overhaul
OSA-CBM Open Systems Architecture for Condition-based 

Maintenance
PFA Probability of False Alarm
POD Probability Of Detection
POF Probability Of Failure
RUL Remaining Useful Life
SAMANTA Snecma Algorithm Maturation And Test 

Application
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